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1 Introduction

1

Consider the sentences in (1):

(2) a. The fog extended (from the pier to the point).
b. The crack widened (from the north tower to the gate.)
c. The storm front zigzagged (through the entire state obfaolo)
d. Snow covered the mountain (from the valley floor to the sitinm

Sentences like (1a)-(1d) have attracted the attention ofreber of authors
(Jackendoff 1990, Matsumoto 1996, Talmy 1996, Gawron 20B&Eh has both
an event reading and a stative reading. For example, on wheall the event
readingof sentence (1a), a body of fog beginning in the vicinity & her moves
pointwards, and on the other, stative reading, which I'll aa extentreading, the
mass of fog sits over the entire region between pier and p@imt event reading
entails movement. The extent reading entails extensierg¢hupation of a region
of space. Similarly, there is a reading of (1b) describingezk-widening event,
as well as a reading describing the dimensions of the crackeasing in width
along an axis extending from the north tower to the gate; aadings of (c) and
(d) describing movement events as well as readings desgrthe configuration
of the storm front and the snow respectively.

1l am grateful to Farrell Ackerman, Chris Barker, Daniel Bigri Andy Kehler, and Rob Malouf
for saying interesting things, sharing insights, askingdyguestions, and pointing out boners. This
work also benefited from the questions and comments of acelgsat UCSD and SALT who heard
talks on early versions. Any remaining flaws are due to my dwortsomings.
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Building on the analysis of Hay et al. (1999), Gawron (200&8)poses
an event-based analysis of the first 3 cases assuming tleallsgmantics of each
predicate defines state functionf. Values of f define the start and end states of
an event and the differences between these values the amount of elaagin
the case ofviden f is a function to degrees, and in the casextend a function
to spatial regions. The distinction between event and ¢xealings depends on
whether the domain of the function is the time axis (evendirgg) or some con-
textually provided spatial axis (extent readings). Ca#l the GHKL analysis. The
central claim of the GHKL analysis is that extent readingsctiée change with
respect to an interval of space, while event readings deschange with respect
to an interval of time. That is, while uncontroversiallytsta, extent readings still
describe change. As a consequence, there are both spabahglshments (2a)
and spatial activities (2b):

(2) a. The crack widened nearly half an inch in ten meters.
b. The crack widened for 100 yards.

The frequent appearance of path-phrase modifiers on bothngesa noted by
Jackendoff (1990), is because path-phrase modifiers arenkgystic devices for
defining and orienting spatial axes.

An important feature of this analysis is that idspectually neutral That
is, the difference between extent and event readings is diftesience of aspec-
tual nature, as in Jackendoff (1990), which derives accstmmlent or achieve-
ment event readings from stative extent readings by meams®ofOME operator.
Rather, on the GHKL analysis, both readings involve chaagd,the only differ-
ence between them is whether the domain of change is spateihporal.

This paper seeks to revise and extend the GHKL analysis aticito out
more carefully some consequences for a general charatternizof change, or
difference between states and non-states. | will first atigakin the general case
an aspectually neutral analysis is inadequate. Extenimgatiave varying aspec-
tual natures. Some describe change and some do not. Inybarticwill argue
that the extent reading of (1d) describes a spatial stat&irgahis argument will
require looking at some new data. Explaining this data wald to a more careful
examination of the structure of state functions, the primahicle for describing
change in the GHKL analysis. That will open the door for aeraftt to axiomat-
ically characterize state functions and finally to some glaions as to the utility
of employing state functions to classify all verb meanings.

The argument that extent readings are aspectually diverseaightfor-
ward. First, in contrast to evenbver, there is no evidence that extergveris a
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spatial accomplishment or activity:

3) a. # The snow covered 100 square miles of canyon in justésmi
b. The snow covered the canyon in 5 minutes.

Second, there is the incompatibility of exteatverwith aspectual adverbs
like gradually. Extent predicates may be classified as either + or - Gradlase
whether they are compatible wigradually:

(4)  Graduality

[- Gradk] | (a) | The fog gradually covered the peninsula
(b) | The fog gradually extended to the point.
[+ Grad] | (c) | The crack gradually widened from the tower on
(d) | The storm front gradually zigzagged to the border.

All the predicates in (4) are compatible with the advgraduallyon at least one
reading. The sentences marked [- Gfptave only event readings; sentences
marked [+ Grag] have both event and extent readings.

Given the structure of the GHKL analysis, it is fairly signdit that there
are cases in whicgraduallyis compatible with event readings but not the cor-
responding extent readings. Assume an accougradually like that of Pinon
(2000): graduality minimally requires that a degreeald¢estunction be increas-
ing.2 If the only difference between an event reading and a staiging is the
domain of the state function, why can the state functiondase in one case and
not in the other? | will argue that in the caseaufver and extend an aspectu-
ally neutral analysis is impossible. Exterdverandextendare “spatial states”;
eventcoverandextendare accomplishmengsLet us call this array of adverbial
modification facts in (4), distinguishirextendandcover, graduality facts.

2Pinon requires more than this, but this weaker assumptiiicessifor present purposes.
3A similar pattern emerges when we look at the degree modjfgverbs likesharply.

(5) a. The road widened sharply.
b. The road zigzagged sharply.
c. # The shadows covered the patio sharply.
d. # The shadows extended sharply.

There is considerable variability in choice for degree adse Thus, besidaviden and zigzag
sharply, we havecool # sharply/considerably/a little/a lot rose/fell sipdy/considerably/a little/a
lot. But trying these alternatives wittoverandextendwe have:

(i) # The shadows covered the patio considerably/a lot.
(i) ? The shadows covered the patio a little.
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One might be tempted to try to explain the the gradualitysfat{4) simply
by saying thagraduallyrequires state functions with degree ranges (and say both
coverandextendhave mereological ranges), but this does not account fdattte
that bothcoverandextend daombine withgraduallyon the event reading. | will
argue that the relevant constraint graduallyis that it requires change. Thus,
graduallyis compatible with mereological state functions. The peablwith the
extent readings of (4a) and (4b) is that they are spatia¢statnd there is no
change at all.

Summarizing: Accounting for differences in aspectual reteads to sev-
eral kinds of differences among extent predicates. Fissheswill be spatial ac-
complishments and activities; others will be spatial statéecond, even among
spatial accomplishments/activities, some will incorpetheINCREASE operator
into their definitions, and some will not. Third, some extpradicates arbasic
spatial path predicates, and will continue to exploit sggiaths even on event
readings. This will lead me to hypothesize two kinds of teraflp indexed paths
incrementaND non-incrementalFourth some state functions will returns paths,
and some will return paths or locations Thus with regard xichd aspect, this
account will be a mixed degree-based and mereological atcou

Having accounted for the basic aspectual variation, | wilhtto the gen-
eral characterization of the stative and nonstative digtn that emerges. A cru-
cial feature of the account is that axes of change may be attdpcedicates,
through the use of amCREASE operator, which will require a state function with

(5a) uses two adverbials that never work with positive adjes (# considerably tall/bright/heavy),
only comparative adjectives (considerably taller/brgghteavier), and these are out, though they
are okay with other degree achievement verbs. A speculabont the source of this correlation
of verbal modifers with comparative modifiers is that the ifiets distinguish between intervals
on a degree scale and points on a degree scale. Positivéiaeljadentify points, not intervals,
on a scale, while comparative modifiers identify the sizeiff€cences on the degree scakel6t
taller means the difference between two heights, neither of whighds to be above the tallness
standard, is great). Because of something likeleREASE operator used in the derivation of
degree achievements, the verbal degrees being modifiedsarelifierences or intervals on the
degree scale. (5b) seems improved, auittle is a modifier of positive adjectives as well as
comparativesd little warm, a little bright). It is also notable that a little is a mass modifiera
little wine). | will argue below that the range of tteverstate function is a mereological parts
domain (spatial regions) rather than a scale, so this mayfaetar for the favoring of a little
with cover. In any case, the occurrence of this more general modifigtie does not seem to be
any indicator of a measure ohange The facts withextendare simpler. No degree modication at
all is possible as long as limit ourselves to extent readings

(iii) # The shadows extended considerably/a lot/a littextént reading)



a range obeying something called the Remainder Axiom, daénagith state and
end state properties obeying something caplath cumulativity . A somewhat
revised notion of stative property can now be recoverediginghe notion of path
cumulativity. There is a fairly natural generalization @itp that allows this to be
generalized to all states.

| will also argue that these data show there is no generalmgaosition
of non-stative predicates, even degreeable non-stategiqates, via some kind
of aspect-changing operator ligECOME or INCREASE. In particular, the predi-
catezigzag and a related set giath-shape predicateswhile clearly degreeables
predicate of change, do not decompose into either.

2 Basic analysis

In this section | try to more precisely define the verbs exhigian event/extent
ambiguity, precisely define what ity means to use a spati@l axd as an axis
of change, and propose an analysis of path phrases that sloowsath phrases
exploit and constrain contextually provided spatial axes.

2.1 The verb classes

The verbs in (1) are examples of a large class of verbs exigbévent/extent
ambiguities. These verbs include EXTENT verbs discusségkickendoff 1990),
for examplecover, fill, dot, envelopesurround spanandextend Some examples
are shown in (6):

(6) a. Water filled the pool.
b. Mist enveloped the tent
c. Soldiers surrounded the compound
d. Boulders littered the valley floor.

Included among extent predicates is a class that eitherelaaht readings
or accept them only very reluctantly:

(7 a. Plastic shampoo bottles cluttered the single shétiercramped shower.
b. The bridge spanned a rocky canyon.
c. Antelope dotted the hillside.

There is a class of examples for which it is difficult to diginsh two
readings, but also difficult to say whether the reading is\@amereading or an
extent reading:



(8) Smoke columned above the small chimney.

Does this describe the columnar shape the smoke makes tathernsky or the
process by which the smoke outline stacks above the chimidey® | would say
that the ambiguity is part of the effect the sentence ackieve

Also included among extent predicates are the verbs caled-shape
verbs in FrameNet (Fillmore and Baker 2000), listed in%(9):

(9) angle, bear, bend, climb, crest, crisscross, cross, aescend, dip, dive,
drop, edge, emerge, enter, exit, leave, meander, moumhnpéd, reach,
rise, round, skirt, slant, snake, swerve, swing, traveuselulate, veer,
weave, wind, zigzag

As the name suggests, the unifying semantic characteoiSpath-shape verbs is
that they specify the shape of a path. Either the shape isotfégaration of the
theme in space or the theme is moving and the verb specifishépe of the path
of motion:

(10) a. The road zigzagged up the hill. [Extent reading]
b. The halfback zigzagged to the goal line. [Event reading]

Criterial for the class is that, on extent readings, thegvalinanimate paths that
are extended in space in the required configuration. Thisdisishes them from
manner of motion verbs. Repeating some examples of from &t

(11) a. Theroad snaked up the hill . [path-shape]
b. # The road slithered up the hill. [manner of motion]

| will use the termextent predicatesfor all path-shape verbs and all the verbs
from Jackendoff’s list, excemoverandfill.

Although it appears at first as if the change in selectiorrictgins be-
tween event and extent readings for path-shape verbs mustrabed by some
sense transfer rule, | will argue that a single sense applibsth event and ex-
tent readings. The semantic constancy of path-shape vertapiured by the
class-name: in both event and extent uses each path shapeapeeascribes a

4To this list | would add the verlzolumnillustrated in (8). Note that some rather natural
candidates, such a¥rcle, are missing, presumably because it was difficult to findroteses of
extent readings:

(i) ? A group of wooden posts circled the dirt portion of therbgard.



particular shape to a path. On the event reading that is tyeesbf a path traced
outin time, on the extent reading itis the shape of a patliwezhby a static spatial
configuration. Thus, with respect to extent readings, whigbing on here is fun-
damentally the same as what is going on with extent prediditeextend The
figure in an extent reading is always representeexésndedver the entire path,
and the property being attributed is always a spatial cordigan of the figure’s
parts. It follows that figures that cannot be extended in dggiired configuration
(such as halfbacks) are disallowed.

The remaining question is why verbs likegzagallow non-extended fig-
ures like halfbacks on their event readings. Putting thigttzer way: What dis-
tinguishes verbs likegigzag which allow non-extended figures, from verbs like
extendwhich do not? Most motion verbs depidisplacementadvancement to
a new location accompanied by removal from an old one, afigwigid figures
like halfbacks. On this analysis, it is a natural conseqaeasfche way paths are
defined that temporally indexed paths will describe disgtaent and spatially in-
dexed paths will describe extent. But it is an idiosyncrptigperty of verbs like
extendandsurroundthat they describe what | will calipreading movemenas
locationi + 1 is occupied location continues to be occupied. Thus rigid fig-
ures like halfbacks are disallowed. Formally spreadingomowill be captured in
Section 3.2 by means of theCREASE operator.

There are two other classes of verbs in FrameNet that coméalrs of
interest, and a third that contains verbs with only exteatliregs. In (12), adjec-
tives have been omitted from frames mixing verbs and adjeg€tand the verbs
showing extent and event readings are italicized:

(12) a.Adorning frame: adorn.v,blanket.v, cloak.v, coat.v, coverdeck.v,
decorate.v, dot.v, dressencircle.v, encrust.v, envelopfestoon.vfill.v,
film.v, garnish.v, line.v, pave.v, studwyreathe.v

b. Abounding-with frame: crawl.v, teem.v, throng.v

c. mass-motion frame crowd.v, flock.v, flood.v, hail.v, parade.v, pelt.v,
pour.y, rain.v, roll.v, shower.vstream.y swarm.v, teem.v, throng.v,
troop.v

Theadorningframe splits between verbs with extent readings only, andbaet
of coverlike veerbs and verbs involving circular configuration ontainment that
show both readings. Thabounding-withframe contains only extent verbs, and

SThis is why the closely relateliiely-placeframe, which contains only adjectives likeisy
freneticandabuzz has been left out.



themass motiorfirame contains mostly verbs with event readings only, etiagp
cases like:

(13) Light poured/streamed through the window.

In the discussion in this paper, | will at the the risk of sorafasion, refer to all
of the verbs from all 4 framegpéath-shapeadorning, abounding-withandmass-
motion) as path-shape verbs, since the distinctions among thefantl not play
arole in the analysis.

Another class of verbs that show event/extent ambiguitieslarge class
of degree-achievement verbs, includingrrow, warm, cool, rise, fall, darken,
lengthen, lighten, shorten, brighten, dim, grow, smoadticken, swell, shrink,
bleach and all color degree achievements. | will call theggent degree achieve-
ments All of these verbs share the property that they are deglediéib the de-
greeable states they are related to, and in some cases tiee @éegument may be
overtly filled by a measure phrase:

(14) a. The river widened 10 feet.
b. The river widens more than the road.

At first blush it might appear tha¢éngthenin contrast toviden does not
allow extent readings, on the basis of contrasts like theviohg:

(15) a. The cable widened in the den.
b. The cable lengthened in the den.

Sentence (15a) has an extent reading: “The portion of thke ¢galthe den was
wider than elsewhere.” In contrast, though (15b) has a pe#yfgood though
unlikely event reading, it has no extent reading. It canneam “The portion of
the cable in the den was longer than elsewhere.”

But examples witHhengthenare possible if the correct choice thfemeis
made, that is, if we are looking at the kind of object whosgthrcan vary along
the axis implied by the path phra&e:

(16) The dress lengthened in back.

In fact, the contrast between cables and dresses and hawehgths are mea-
sured provides an important clue as to how extent readintjsswealar predicates
work. Example (16) works because the path phmaseckdefines a front to back

5Thanks to Daniel Buring for this illuminating example.
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axis along which the lengths of successive axial sectiorthi@fdress increase.
The only axis available for (15) is an axis that defines sigigesross sections
of the cable, and the contrast between (15a) and (15b) isodihe fact that cable
cross-sections conventionally have widths but not lengthgs example provides
the key concept connecting extent readings and paths: ¢laeoilan axis. Extent
readings assert properties extended along a spatial @sstidable by a path.

This idea is elaborated in the next section.

Note that a subset of path-shape verbs might also be anahgddgree-
achievements, includingescend, fall, drop, plummet, dive, raise, clinand
mount It is an interesting property of the analysis proposed tiesiethese can
be (and I will argue in Section 5, should be) analyzed as @egohievements
while still predicting the change in selection restricgdretween event and extent
readings.

Finally, although the analysis to be defended here pogitscigal variety
within extent predicates it needs to be acknowledged tleattare also some gaps.
For example, on the account to be defended, there are vertatdrnate between
temporal state and temporal accomplishméhtgndcover, for example):

(17) The snow filled/covered the meadow.[claim: This is agubus between a
temporal state and temporal accomplishment reading.]

There are still more temporal accomplishment verbs withphologically related
adjectives expressing semantically related temporast(all the aforementioned
degree achievement pairs likéde andwiden):

(18) a. The river was 10 feet wide.
b. The river widened 10 feet.

However, there are a number of extent verbs and extent agjedd be classified
as spatial states, where it is unclear what a related spagaimplishment would
evenmean For exampleteemis a spatial state, on the basis of the cumulativity
criterion to be defined in Section 3.3. This will require tfe@tand (b) entail (c):

(19) a. The waters of the bay teemed with fish from point A topBi.
b. The waters of the bay teemed with fish from point B to point C.
c. The waters of the bay teemed with fish from point A to point C.

Given that (19a) and (19b) are states, this cumulative pdérence establishes
them as spatial states. What would the correspond spatéityproperty be?
There seems to be none. In Section 5 we try to explin why not.

’The answer is n@ECOME(teeming), because that would be a temporal accomplishrbat
spatially analogous operator meang@from not-teemingp teemingas we move along some spa-
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2.2 The basic analysis: Spatial axes

In this section, | argue that the first assumption requiredrder to account for
extent readings is that there is such a thing as change véageceto space, and
what is required to make sense of that is the conceptsplagial axis an ordered
set of collinear points that can serve asaxis of changel further argue further
that such axes that are independently motivated for thauzgegof space, and they
interact with extent readings in just the way expected iy thiee axes of change.

My starting assumption is that descriptions of change regwo ordered
sets. Consider (20)

(20) The boiling point of water drops 3 degrees Fahrenhdivden sea level
and 4000 feet.

The point of this example is that it describes a change thatispendent
of time: a functional dependence between altitude andrigppoint. Informally:
as the altitude increases the boiling point falls. But ineorfibr that description
to make sense, altitude has to be something that can incaeaskeoiling points
something that can fall. Functional change is the exist@fic®me correlation
between two ordered domains, and change with respect toigimspecial case
of that.

Treating change with respect to space as another case ¢binalcchange
thus raises the following issue:

In what sense can space be thought of as an ordered domain?

An obvious answer is to organize space by means of axes, as wéld
Cartesian coordinate systems. This is not the only poggibilt it has the attrac-
tion of simplicity. The first step in accounting for changdiwiespect to space,
then, would be the addition to the semantics ofais of changginformally de-
fined and exemplified in (21):

(21) a.Anaxisis a set of elements with a well-ordering.
b. The Fahrenheit scale is an axis, and in (20) it is used axiano&
change to measure change in boiling points.
c. Aline parallel to the face of the wall is the axis of changélib).

tial axis does not seem to work either. It is hard to know whahsan accomplishment predication
would say that (19a) does not already say or implicate. Firtais paper does not UBECOME,
adopting the HKL analysis on which all the work donesBcoMEin previous analyses is handled
by the operatonCREASE. We will argue in Section 5 that that still leaves a class attish states
like teemand spatial accomplishments lik@zagunpartnered, for a principled reason.
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Adding contextually supplied spatial axes to the semamtmsld be a lot to swal-
low if they existed merely to handle extent readings. Howeygatial axes seem
to be quite well motivated by other phenomena. Consider)(28d (22b). Fol-
lowing Fong (1997), | will call thesdiphasic locatives

(22) a. theroad (in)to Ukiah
b. the road out of Ukiah
c. The road into Ukiah widens 5 feet at the wall.
d. The road out of Ukiah narrows 5 feet at the mall.

Sentence (22a) describes a particular road as a path inahlJki (b), the same
road may be a path out of Ukiah. Two perspectives are takehesame road,
differing in some way that imposes directionality on howtbad is viewed. Fong
accounts for such directionality by use of an oriented gpafiis. Space precludes
a detailed consideration of her account; two points are mapb. The first point
is that an axis is required. Call this thgis of referenceThe second point is that
the directionality of Fong’s axis interacts directly witktent readings. Sentence
(22c) asserts that the road’s width at the mall increasekardtrection toward
Ukiah, that is, in the same direction as Fong’'s axis poir22d} asserts that it
decreases in the direction away from Ukiah, again the dectf the spatial axis.
We can account for this if we simply assume that the axes efeate in (22a)
and (22b) are identified with the axes of change.

A more familiar example arises in the case of projective psépns such
asbehind, in front of, in back of, above, below, bes@edahead of

(23) a. The futon is behind/beside the chair.
b. The futon is behind the boulder.

In (23a) the futon’s location can be describedaindthe chair, which we will
call the ground because a chair is the kind of object that has a canonic& bac
and front, determining the direction of an axis from the frtmough the back. |
will call this kind of axis of reference, in which the groundsa canonical ori-
entation that determines the direction of the axmtinsic, following Fillmore
(1971), Tversky (1996). In (23b), the boulder has no suclocmal sides and
some contextually determined point (let us call it a pointiefv) must determine
the direction in which “behind” lies. What unifies these exd@s with those in
(22) is that directionality is involved, and this directality seems to be describ-
able via an axis that goes through the ground, Ukiah in (B2)chair and boulder
in (23). (23c), reproduced from the introduction, showg tha directionality of
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projective PPs, like that of diphasic locatives, interadgth extent readings. The
direction in which the dress’s length must increase in (4@&am the dress’s front
toward its back, that is, the same direction as its intrifi€at-to-back axis. In
brief, the axis of reference is identified with the axis of npe.

To flesh these ideas out, let us begin with the analysis oféhese achieve-
ments. What is going on in the event reading of (1b)? Widthg waay in time;
and events of widening in time are events in which the widttheftheme at the
beginning of the event differs from the width at the end. Whkagoing on in the
extent reading of (1b)?

The key idea of GHKL analysis is that (1b) exploits a contakjupro-
vided spatial axis to measure out change. Thus we find if wesareghe width
of the crack moving up along that axis in the selected intéha it is increasing.
What does it mean to measure width “up along” a spatial atisfeans the points
on the axis are ordered and as we moved in the “upward” dinecin the axis,
the width increases. What does it mean to measure the width objectr “at a
point” s on an axis? It means we imagine a plane P perpendicular txihaiad
measure the width of the intersection of P withThis means that we can have a
single function

wide(o) (1)

that returns widths for the figure of statefor an indexi whetheri is spatial or
temporal. For clarity we will refer this function asdet when the arguments are
temporal andvides when the arguments are spatial. | will reserve wife€or
“index”) to schematize over both cases).

Again, the introduction of a contextually provided spaéizis is indepen-
dently motivated, this time very specifically by the semesof width:

(24) a. The cabinetis 6 feet wide.
b. The boulder is 6 feet wide

Here the cabinet has canonical orientation axes, with owneallysfavored for
widths, but the boulder does not. It must be context, “pointiew”, that ori-
ents the axis. The axis along which widths are measureddctie measurement
axis, must be perpendicular to the front-to-back axis ir),(almng which widths
may change. The front-to-back axis is the axis of referefite essential claim
of the analysis is that in the extent readings of senten&es(lib) the axis of
reference may be exploited as an axis of chahge.

8Extent readings for degree achievements, however, areeswiated to clearly spatial adjec-
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The fact that the axis of reference used an axis of changeleystrpen-
dicular to the axis of measurement is a consequence of théhttave are dealing
with the semantics of change. Each absolute axis of measmteshould yield ex-
actly one value for the relevant measurement, one widthdrcétse ofvide, one
length in the case déngthen Varying measuring planes along the axis of change
gives us varying measurements. The infelicity of (15b ) mayiewed as an at-
tempt to exploit an axis of change that coincides with the atimeasurement.
The felicitous (16) fixes this problefh.

Motivated by examples like (24), | assume that every tokewidk ex-
ploits an axis of reference S, whether it functions as an akishange of not.
Sentence (24b) may be then used to make two sorts of claipnie(@oulder has
a certain width consistent with the axis of reference S att@icetime t; or (b) the
boulder has a certain width at a certain point s on S. Reading @ temporally
indexed reading; reading (b) is spatially indexed. Reada)goresupposes the
width of the boulder is constant along the axis of refereat&ast up the current
standards of precision in force. Reading (b) does not.

Reading (b) may be forced by the addition of a locative phrase

(25) The boulder is 6 feet wide where the fence crosses it.
Formally, we need to distinguish the following two posstlak:

(26)

(a) | wide}. | state function with temporal domain and ref. ax. S

(b) | wideg | state function with spatial domain and ref. ax. $

These alternatives are not quite symmetric. With a temxiedé function, any
spatial axis through the figure is in principle a possiblesafi reference; with
a spatial state function using S as the axis of change, onlayla the axis of
referenceé® We thus write:

Wides

tives. Any degreeable adjective whose degree can chaneesipect to space while time is held
constant can yield an extent reading:

(i) The sky pinkened in the east.

We assume then, that a reference axis may be supplied fouahyasljective.

9This will be formalized in section 3.3 in the form of tirerementality principle , a condition
on the domain of theNCREASE operator.

10See Gawron (2005) for discussion.
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for wideg.

Given this picture, the analysis of degree achievemenis H&L can just
be carried over straightforwardly. We assume the semaniti@simple adjectival
use ofwideis:

(27) a. The crack s a half inch wide.
b. Jo[wides(o)(t) = [.5in] A figure(o)=c]

Heret is some contextually provided moment of time. The subsdripglls us
this is a use ofvide as a function of times (not locations), and the superscript S
denotes the spatial reference axis.

In the rest of this section we sketch the basic analysis ferféllowing
simple case:

(28) The crack widened half an inch.

To begin with, here is a slightly modified version of the axibtdL use
to define increas®"

REE [ increase(wides.)(e) = d A
START(e)=t; A END(e)=ty Athemée)=uz]
(29) th t27 xz, d <—>
doy, 09| START(01) =t AEND(02) = to A
theméo,) = theméo,) = = A

widel (o) (t2) = wideS (02 (t1) + d |

A widening event is one that relates to two width states, tidthwstate of the
theme at the event’s beginning and the width state of the ¢hatnthe end, with
the difference in width measureg,equaling the width increase ef

increase(wide$)(e) = d

The revision required to admit extent readings is simply &keincrease
START, andeND all sensitive to what axis change is being measured on. Using

1The modification is that adjective meanings have a statenaggt; and a Neo-Davidsonian
style of breaking out roles has been used.
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for the axis of change, whether temporal or spatial, and, for indices on the
axis, we would substitute the following into (29):

...increasg(wide;)(e) = d. ..
...START[(e) =i; A ENDy(e) =iy ...

...START[(01) =41 AENDy(09) =15 ...

l, the axis theNCREASE operator exploits, is the axis of change. When | is spatial
it must be a contextually supplied axis, and the most satiaetis the adjectival
axis of reference S, each index of which determines a crestses of the theme
with a (potentially different) width. When 1 is temporal, sanply have the case
of (29) again.

The definition of thesTART of an event with respect to an axis'fs:

(30) sSTARTi(e) = Min coordinate(/, p)
p€T (e)
wherecoordinate(/, p) is the coordinate of point along axis I. Thus, the start
and end ot along axis | are the respective minima and maxima of the ptioje
of e’s spatiotemporal tracé, (e), onto I. An event will thus have different starts
and ends, depending on what axis is used.
We have now said enough to address the case of (28):

(31) a. de [increasg(wideg)(e) = [.5in] Athemée)=c |
b. de [increase(wider)(e) = [.5in] Athemege)=c |

The extent reading of (28) is represented in (31a) as thecelwi S, the axis of
reference, as the axis of change subscripiogease the event reading in (31b)
as the choice of T, time, as the axis of change. According toexised version of
(29), both readings are true if and only if the differencehia value of the width
function between the start and endecdis measured on the axis of change S is .5
inch.

As noted in the introduction, this analysis of the ambiguwity28) makes
no use of an aspect-changing operator, such as the inchog@rator used in the
analysis of extent predicates in Jackendoff (1990), tordjsish the readings. Es-
sentially the same meaning is claimed to yield both readithgsdifference resid-
ing in which axis is used for the evaluation of change. Thikesahe prediction

127 (e) is Krifka's (1998) spatiotemporal trace function.
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that the extent readings and event readingswiolen have essentially identical
aspectual properties.

The sentences in (32) illustrate this. The veridenfalls into a sizable
class of degree-achievement verbs that can be both aesihatid accomplish-
ments, as shown in (a) and (b). The corresponding ambigeityden spatial
activity and spatial accomplishment is shown in (c) andvdhiich repeat (2):

(32) a. The crack widened five inches in five minutes.
b. The crack widened for several hours.
c. The crack widened nearly half an inch in ten meters.
d. The crack widened for 100 yards.

Thus, the extent readings fariden preserve exactly the aspectual properties of
the event readings. This is entirely in line with the HKL thgoTelicity should

be determined only by the semantic properties of the deguee the semantics
of the degree in extent and event readings are unchangedsamtiysis. As we
shall see below, however, not all extent/event ambiguiiiesaspect-preserving in
this sense.

3 Paths and extent readings

We now turn to the task of an analysis of paths that can beratied with the idea
of spatial axes.

We begin by defining an operatpath which, for each appropriate event,
will return the state function that tracks the location o #went'sthemewith
respect to either space or time. The path operator will ssv@dunctions:

(a) account for the use of path phrases with motion predicatbat is usually
thought of as the basic sense of path phraseftiie Bostorandto the ridge
(b) account for the use of path phrases in extent readingghidse of (1).

3.1 Path operator and events

In this paper | will assume an operational distinction betweles and opera-
tors. For our purposes, both are functions on events. But rotesrréndividuals
and operators return functions. Thus theme roleis a function on events that
for each event returns an entity moving or being located & &vent. Thepath
operatoron the other hand returns a function. Despite the risk ofusioh | will
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often refer to the function returned by the path operatohagtth (just as | refer
to the entity returned by the theme function as the therhe).
| will thus write
path(e)

to denote the path function associated with eveitte is an event of the appropri-
ate type. Thugpath is the path-operator anshth(e) the path-function it returns
for e.

The key property of path functions for our purposes is they gre always
defined relative to an axis.

path(e)(t)
is the location of the theme at timeThis then is aemporally indexed path.

pathg(e)(s)

is the location of the slice of the theme that intersects taeethrough axis S at
s. This is aspatially indexed path

Note that both temporally and spatially indexed paths retegions when
applied to indices, but for 3D objects, temporally indexathg typically return
3D regions, and spatially indexed patigaysreturn slices, planar cross sections
of the theme. As we shall see this will be sufficient to predetain structural
differences between temporal and spatial paths.

For any path functiomr, whether temporal or spatial, The domain is that
set of points on the axis | that fall within#

path;(¢) =7 onlyif 7 :[START(e), ENDi(e)] — Locations

Thus, there are many path functions for any given eventesponding to the
starts and ends determined by each axis through it.

Two consequences of this definition are worthy of specia neirst, when
paths are defined with respect to spatial indices, there isatmn entailed. What
changes from index to index with a spatially indexed patheésgarts of the theme
being located. As | will illustrate in the next section, tigeneralized notion of
pathwill yield both extent and event readings for motion pretisa The unifying
idea is not motion but an axis along which location is tracked

13The idea of representing paths through the use of functimms &vents to times to locations
is anticipated in Verkuyl 1978, Verkuyl 1993. This model attlp is also consistent with axioms
of Krifka (1998).

14See the appendix for the full definitions of temporal andigppath functions.
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The second point is that paths are event-relative; they efiaet! to re-
spect the boundaries of their events. This feature inviteslefinition of a path-
determined (and therefore axis-determined) ordering entsv

(33) e1 Lg e iff paths<61) - paths<62) Ner L ey

Reade; Cg e, ase; is a subpart oé, along axis S. Here, which means “subpath
of”, is just the natural ordering on functions:

fi1 C fyiff Dom(f;) C Dom(f,) and
Vm,y [<JJ, y) S fl - <JJ, y) S f2]

An evente; is a subpart of an event along axis S if and only it is a subpart of
and the path of; along axis S is a subpath of the path of ewenfThis will entail
that both events have a theme, that the themes of the twosesenthe same, and
that the theme’s location in the two events agrees wherévedefined for both
events.

In section 3.4, we will use this ordering to define a notiorlechbxial
cumulativity which will serve the dual purposes of definiig tappropriateness
conditions for spatial frame adverbials and charactegizxtent predicates.

3.2 Extentverbs

The path operator can be directly applied to Jackendoffterdéxverbs and the
larger class of path-shape verbs, all of which involve motia their event read-
ings. For example, considektendandzigzag

(34) Path property verbs
a. extend extend(e)=m iff [pathy(e)= 7]
extend(e) =1 iff [INCREASEr(pathy)(e) =]
b. zigzag zigzag(e) =d iff zIGZAGGY(path)(e) =d
The treatments oéxtendandzigzagcontrast in several respects. For one
thing, an aspectual contrast has been posited between awemxtent readings
for extend but not forzigzag We take these cases in turn.

The first equation in (34a) really does two jobs. It definesptedicate
extendn terms of the path operator; and it defines how path expressionstrain
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the stater. We assume a PP likeom Bostordenotes a property of paths:

[from Bostog] = Ar[m(STARTs(e)) overlaps Boston

= a property true of a path if the path evaluated at min-
imal member of its domain overlaps Boston

The first equation in (34a) captures extent readings wxtiend It intro-
duces a spatial pattpathy, into the described staie, which requires that the
theme ofo be extended along the path of The bracketedv : r| in (35) is an
abbreviation designating a property of path functions tirtleey begin at valley
and end at ridge. Specifically, at the minimal index of the event, the thememu
overlap the valley and at the maximal index the ridge.

(35) a. The fog extended from the valley flopto the ridge
b. Jo[extend(c) = m Atheméo)=f A[v : r|(7)]

So much for the extent reading.
We turn to the event reading:

(36) do[INCREASEr(extend)(o) =1 Atheméo)=f A [v:r|(pathy(e))]

Here, the use of theWCREASE operator may be somewhat surprising. Path is a
function that returns locations. What does it mean for liocetto beincreasing
and what does it mean for the location of themen an event to increase by an
amount/?
We assume that
L Ely

if and only if/; is a subregion of. Thus we assumeaartial ordering on regions;
two regions are ordered if and only if one is a part of anothsing the termi-
nology of mereological accounty we call this goart-of relation. Schematically,
INCREASE is defined as follows:

increaséw)(e) = d iff doy 09 (o) =dy A START(0y) = START(e) A
a(og) = dy N END(0g) = END(e) A
dl + d == dg

5Mereological accounts of lexical aspect are pursued by abeuraf authors (Filip 1999,
Krifka 1998, Krifka 1989, Pinon 1994a, Pinon 1994b) and asda on homomorphisms between
participants of events and events preserving part-whdégioas. Relevant participants include
(incremental) themes and paths.
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So to extend this to regions, we need to define a unibihat will function as the
difference argument.
This can be done via thelative complementof two regions/; andi,,
writtenl; /15
ll/lg = argmax[l E ll A —l (029 lg]
l

where® is the overlap relatiof which holds between two regionsandi; when
there is some region that is part of both. Then:

dy+d = dy iff d = dy/dy

The value of the difference argument with region-returrstege-functions, then,

will be the region the theme spreads through. The use olNbREASE operator

in (34a) captures a basic descriptive fact: The motion imexeadings oextend

is spreading motion (see Sections 1 and 3.2) as opposed to displacement. The
location of the theme at the end of the extending eirattidesthe location at the
beginning.

On an event reading ¢k extended from B to ,Gpreading motion is in-
volved, because A remains in contact with B throughout trenev Thus, the
INCREASE operator extends naturally from degrees to a mereologarakih and
exactly captures the spreading motionextend We will see when we turn to
coverthat a similar effect obtains there. Notice however thatiNEREASE op-
erator cannot capture incremental motion. The locatiomddratity at the end of
an ordinary incremental movement does not include its lonatt the beginning.
Thus we cannot capture the semantic3bé halfback zigzagged to the goal line
via INCREASEY’

We turn then to the correct semantics fozajzag The definition in (34b)
says that an event is a zigzag event along axis | if and onheife is ar such that
7 is the path ok andr is zigzaggy to some degree | will assume for now that

16See the appendix for the definition.

"This analysis is a little out of keeping with the program ofiedy and Levin (2001), which
proposes to account for all gradual change with state fanstthat map to degree domains. In
contrast | have opted for a state-function that maps to a olegical domain. The central mo-
tivation here is to get the truth conditions right. Note irrtiwaular that we don’t get the right
truth conditions if we measure change in a totally orderegekedomain like volume. Measuring
change with volume is correct for a verb likeflate, where the truth conditions really do require
an increase in a scalar measure,éxtendncorporates the additional requirement that the spatial
region occupied at the end of the event include the regionmed at the beginning, and this is
exactly captured by the sub-region relation.
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the value of the zigzag function is an integer, roughly thenber of zigs and zags
the path makes. | will argue for this account in Sectiéh Ehedegree predicate
ZIGZAGGYNESS measures a degreeable property of the outline of the pagh, on
which cross-cuts extent and event readings. Again, aswiitnevent and extent
readings differ only in whether axis is the axis of changeemgoral or spatial.
Sentence (37) provides an example:

(37) a. Mist, zigzagged from the valley flopto the ridge
b. Je, d[zigzag(e) = d Nthemge)=m A [v : 7] o pathg(e)]

The definition ofzigzagdiffers from the definition oéxtendn introducing
a degreeable functiorizaggy The primary motivation for this was discussed in
the introduction. The verbigzagis modifiable by adverbs of degree:

(38) a. The road zizagged/?extended sharply/gently upithe h
b. The 4x4 zigzagged sharply/gently up the hill.

To this we may add the existence of verbal comparatives:
(39) 15 zigzags a good deal less than | 80.

As we shall see this difference will be crucial in capturihg tifferences
in graduality betweerzigzagandextend Note that degree sensitive adverbs co-
occur with other path-shape verbs as well:

(40) a. The road curved/rose sharply up the hill.
b. The road climbed steeply.

Indeed, some members of the clas®, ascendandclimb are often analyzed as
degree achievements related to some adjectivénidge What | am basically sug-
gesting is that a large are all degreeable predicates. tisituss some exceptions
in Section 5.

®That is, the idea is simplay to count the number of sharp timechanges in the path, as
suggested by such examplesTde road zigzagged 5 times en route to the sumphiis might also
be a reasonable analysis of semelfactive verbs sugimgsandflash they are verbs of gradual
change whose state functions return integers countinguh#ar of times some basic “step” is
iterated.
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3.3 Paths for degree predicates

We now address the question of how the definition of pathactsrwith the anal-
ysis ofwidensketched in the previous section.

First, note that path phrases occur with the adjectiie as well as with
the degree achievement verb:

(41) The canyon was six feet wide from the North Emnalthe trail head

Since we have assumed thratiedenotes a function evaluable eitlara moment
in timeor at a point in space¢he question arises: Which kind of function is being
used here? The only answer consistent with the truth camgditof (41) seems to
be that the temporal function is being used: The width measant in (41) is true
at some contextually available past instant of time ovemdineespatial intervat®
The spatial interval is being determined by an axis of refeeerunning from the
north end to the trail head, as described by a spatial pa#sphin our sense. Thus
we have width as a function of time co-occurring with a spai&h phrase.
We make the following assumptions about the adjectiicke
(@) Itis lexically specified to take spatial paths (tempqaths are out, because
there is no motion).
(b) The width function may be either temporally or spatiatigiexed.
(c) Letwidth be a primitive width measurement function giving widths pésal
regions. Then we assume:

(@) wides(o)(s) = width(pathy(c)(s))
(b) wide} (o)(t) = width(path3.(c)(t))
This path operator in (b) is neither tpathg in (a) nor thepath.. introduced

above. It is a way of defining a temporally indexed path fuorcfor a predi-
cate which is basically a spatial path predicate. The defmis:

(42) pathi.(e)(t) = AT(themde),t)[]|Loc(pathy(e))

%We are not assuming a temporal spatial asymmetry here; wipausing on the case that
is relevant for developing the examples of Section 1. No#e width claims can be made over
temporal intervals as well:

(i) The flood channel was 3 feet wide from 3 to 4 o’clock.

This in fact does seem to have a reading completely parallgl1), that there is a contextually
available point in space at which the channel was 3 feet wige the given temporal interval.
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Loc is a function returning the entire spatial region coddrg a path function,
defined as:
Loc(m) = L] 7(s)
s€Dom(m)

For any timet, path3.(e)(t) is the location of the theme efrestricted to the

interval determined by the spatial patheofThis, then, is a time sensitive path

function that does not entail motion. If the themeea$ a wall and the path

is restricted to be from the north gate to the towsth3 (e)(t) returns the

portion of the wall between the north gate and tower at ime

This means we now have two distinct kinds of temporally iretkepath,

path.. (section 3.1) angbaths.. We will call path, anincremental path and
path3. anon-incremental path. These varieties of path are distinguished by two
semantic properties:

(43) (a) Incremental paths are incremental themes in threessi{Dowty 1991);
that is, the truth conditions require that the path coveresvdhomo-
morphically with the event, with the location identified inetfrom
phrase overlapped at the beginning of the event, and thedaaden-
tified in theto-phrase overlapped at the end

(b) incremental paths entail motion.

These properties are illustrated in (44):

(44) Incrementality

[+ Incr.] | (@) | A storm front zigzagged from Prescott to the border.
(b) | The fog extended from the pier to the point.
[- Incr.] | (c) | The crack widened from the tower to the north gate.
(d) | Fog covered the peninsula from the pier to the pgint

First, for the cases marked [- Ingrthe paths are not incremental themes. In par-
ticular, on the non-incremental event reading of (c) thegpession of the crack’s
widening may be in any order, say, from gate to tower, as lathea event con-
cludes with a widening that covers that span; and in (d) th&sforogress may be
in any order as long as in the end a span between pier and paiovéred.

Second, for the non-incremental case there is no movemtailkezh There
is no sense in which the crack has to change location. It mpgapeverywhere
along the indicated path simultaneously, as long as it ieniith. Similarly, on
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the event reading of (d), the fog, as it often does, may siraphdense in place,
thickening over the course of the event.

In contrast, the [+ Incr ] versions of (44) have paths whiahiacremental
themes, and do entail motion.

In sum, with non-incremental paths the axis of change ism®same as
the path axis (this is exactly what the definition in (42) agks); in incremen-
tal paths it is. The intuition seems to be that the [+ Incr Jbgeare somehow
legitimately (or basically) verbs of movement; the [- Ine€rbs are not.

We thus assume that the semantics of (41) is:

(45) Jo[wideF(0)(t) = [6ft] Atheméo)=c A [n : h] o pathg(c)]

Heret is a contextually provided time index. The path operatodb) (ill require
that the path of state run along some spatial axis that plaees start in some
location overlapping the North end aat end in some location overlapping the
trail head at time.

This completes the account of the semantics of the adjeuatigte with
paths. We extend the accountwidensimply by assuming that th&lCREASEr
operator preserves the spatial path of the start and erebsfahis is guaranteed
by the following modified version of axiom (29):

[ increasg(wide;) (e) = d

(46) Ve, d | oy, o] START((01) = START{(e) A ENDi(0) = ENDy(e) A
wide; (1) (END;(e)) = wide] (03) (START(e)) 4 d A
pathg (o) C pathg(e) A pathg(os) C pathg(e)]

This axiom basically states that to extend width states tmrtgaany axis their
axes of reference S must be the same as that usedmy their spatial paths must
be extended. The change to axiom (29) is that the requirethatthe themes of
o1, 09 ande be the same has been strengthened to the requirement tispttined
paths ofo, o9 be subsets of the spatial patheof

Thus the definitions ofvideandincreasdead to an immediate account of
the semantics of path expressions witlden illustrated in (47b), which gives the
extent reading for (47a):

(47) a. The crack widened 5 inches from the North gate to tverto
b. [Fe [increasg(wideg)(e) = [.5in] A themée)=c A
[ng : t] o pathg(e)]]
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c. [Je [increasep(widel)(e) = [.5in] A themée)=c A
[ng : § o path(e)]]

The path expressions constrain the path which in turn détesthe domain over
which the change measurements are taken. The minimal poindlong axis S

must overlap the north gate and the maximal point must oveha tower. The

difference in width between those two extremes must be aihetif.

Summing up, in this section | have proposed an analysis dfad@Eand
temporal paths that accounts for both verbs of motion arehéxerbs. The anal-
ysis extends naturally to account for the use of path phragkstative predicates
like the adjectivavideand degree achievements like the veiden

Note that the domain and range of the path functiorwafen has not
changed in this section. It is still a mapping from indicesMidths. What has
changed is that the measurements are now being constrajrtled path-function.
Thus we have simply recasideas a function that measures widths along a path.

3.4 The incrementality principle

In this section we propose thecrementality principle, which provides some
semantic motivation for the connections of axes, pathseateht readings.

[rewrite next par]

Gawron (2005) argues that extent readings with degree\shients are
restricted to predicates with spatial paths. SummarizZMgREASE must apply to
a predicate which is stative relative to the axis of changea®extent reading that
axis is some spatial axis S, and this turns into the requineéitnat the predicate
be cumulative relative to the path axis. A version of cumvityt called path-
cumulativity is proposed, revising the definition of cuntiviy in Zwarts (2005).

Formally, we will require of such states that theyabeéally cumulative

(48) Axial Cumulativity?® A property P iscumulative with respect to axis S
iff

Vey, e [Pler) AP(ex) A Impathg(e; @ ey) =] — Ple; @ er)

2The idea of emphasizing cumulativity in the context of pathdue to Zwarts (2005), who
argues that cumulativity is the relevant concept for idgintg telicity where paths are concerned,
and argues against Krifka’s notion of quantization (Krifka92,1998). The arguments appear to
carry over to this construction of paths, and the definitiboumulativity given is a translation of
Zwarts’s notion to this framework. Below | apply it to the ptem Zwarts intended it for, telicity.
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The definition of axial cumulativity says that a property Rusnulative with re-
spect to axis S iff when you sum two P-events and a path exiséxig S for that
sum, then P holds of of the sum. Of course this definition onkkes sense for
events which are defined for a path function;

This definition can be immediately applied to the problemd®)( repeat-
ing (15b):

(49) The cable lengthened in the den.

| claim cable width is axially cumulative along the cabledémaxis. Suppose we
have two width events;; ando,, for cable ¢ with length axis S, both bearing the
property

P = Ae[themége) =c A wides(e)(t) = [2 inch ]

If the sum ofo; ando, along S has a well-defined path, then we have a larger
evento; @ o, of which P is still true, that is, a larger event of a cable Qeino
inches wide.

In contrast, properties likeide andlong will never be axially cumulative
along the measurement axis. An event in which a cable is 2ldegtsummed
along the length axis with an event in which the same cablefeeRlong may
give an event in which the cable is 4 feet long. The reader neayywthat skirt
length (generally measured on a vertical axis) is axialiyalative along a front-
to-back axis, making an example like (16) felicitous.

Nothing in the definition of axial cumulativity limits it tocalar properties.
In fact, apart from the predicates resulting from an appbeeof increase, it seems
to be a general property of all extent predicates. What iegdly identifies is
properties that it makes sense to say hold of a theme at dorg an axis.

To turn this into a condition OMNCREASE we need a more precise def-
inition of the kinds of functionsNCREASE applies to. We will call these state
functions. The predicatevide is a state function. A temporally indexed state
function is something which, applied to state of affairand a timet, returns a
member of an ordered domain, in the case of wifig], a width. For example,

wide(o)(t) = [foot 5]

We will what the state-function returnsstiate-value Mostly a state-value is a
degree, but we allow for elements of any ordered domain.

We want to restrictiNCREASE to apply to predicates whose state functions
define axially cumulative properties:
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(50) Incrementality Principle

INCREASE( f) is defined iff for all states-of-affairs, indicesi, and state-
valuesz, Ae[f(e)(i) = z] is axially cumulative along axis .

Under this conditiodong, wide and extendare axially cumulative along
the temporal axis given the definitions in section 3.2. Thedwateswide and
long are also axially cumulative along spatial axes which cabeaixes of mea-
surement. Thus, a length property for cables is NOT axialijglative for an
axis along which the length of the cable can be measured,iamidy for width
properties.

A more illuminating consequence of the incrementality gipte is that it
provides a link between the path role and extent readingse lassume that the
path operator is the unique semantic component that redesiyproperties to a spa-
tial axis, then this condition immediately explains whyest predicates should
take path arguments: a path operator provides the key Btiguesource for con-
straining the axis.

4 Aspectual variation

We return to the varying behavior gfaduallyin the following examples, repro-
duced from Section 1.

(51) a. The crack gradually widened from the North gate tddkneer.
b. Fog gradually covered the peninsula from the pier to thietpo

The issue is that (51a) has both an event and an extent re&aditn@1b) has only
an event reading. The question, then, is: Why aren’t exteadings forcover
compatible withgradually?

The data in (51) immediately preclude two kinds of accountstFwe
cannot say that tharaduallydoes not combine witbhoverbecaus&overhas an
end of scale degree predicate in it. The fact is tiraduallydoes combine with
coveron the event reading, and if extesdveris an end-of-scale predicate, then
surely eventoveris as well. The verlzoveris just like other incremental theme
predicates: In each sub event the part of the theme that evyedvs completely
covered, just as the part of an apple that is eaten is eatdétersprogress because
parts that are completely covered can belong to larger shihgt are not, and
graduallyis quite compatible with this kind of progress. The quesignWhy
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does that kind of progress count as progress along the tahgpas but not on the
spatial axis?

The second kind of account precluded by (51) is any accoantstys that
graduallyis incompatible with change along a spatial agisgduallyworks quite
well with the extent reading ofiiden in (51a).

What then distinguishes the extent readoayerfrom the extent reading
of wider? First, recall that, as shown in (3), exteavershows no evidence of
being an accomplishment: As suggested in the discussiordhdd 1, there is
evidence that thatoveron the extent reading, expresses a state. The problem is
thatgraduallyrequires a verb of gradual change, and while exteidenfalls into
that class, exterteverdoes not. Within the parameters of the current account,
the most natural way to capture this is to say that the gexerdoes not have a
semantics expressible as with tieeREASEg(covers), and that what appears to
be the extent reading is just a stative use. The assumedatiffes betweewiden
andcoverare shown in (52):

(52)

Reading Form Semantics

(a) Spatially indexed State | [y cover] | coverg(e)(s)

(b) Temporally indexed Statg [y cover] | covers.(e)(t)

(c) Event [v cover] | INCREASEr(covers.)(e)
(d) Spatial Accomplishment * INCREASEg(covers)(e)
(e) Spatially indexed State | [ wide] | wideg(e)(s)

(f) Temporally indexed State [, wide ] | wide5(e)(t)

(g) Event [v widen ] | INCREASEp(wide])(e)
(h) Spatial Accomplishment| [y widen ] | INCREASEs(wideg)(e)

This treatment solves a potential problem for the HKL analgécover.

(53) a. The men widened the road for several days.
b. The tailor widened the pants in 20 minutes.
c. Fog covered the pylons from the pier to the point in seVeoats.
d. Fog covered the pylons from the pier to the point for se\erars.

On the HKL analysis, the standard explanation for activityaanplishment ambi-
guities is that a pragmatically supplied degree argumentettber be bounded or
unbounded, depending on pragmatic factors. In (a) the dagnenbounded, the
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road widening is not necessarily completed, and an actiperty is asserted of
the event. In (b), there is a pragmatically supplied endgoitthe activity (when
the pants are wide enought to be worn, for instance), andamguaishment prop-
erty is asserted of the event. The contrast may also be shpwdding another
clause:

(54) a. The men widened the road for several days, but theg stéknot fin-
ished (widening it).
b. # The tailor widened the pants in 20 minutes but was stilifinshed
(widening them).

However, this kind of story does not work foover. There is no corresponding
semantic contrast in telicity between (c) and (d).

(55) a. #Fog covered the pylons from the pier to the pointwess hours, but
they were still not completely covered.

b. # Fog covered the pylons from the pier to the point for ssEveours,
but they were not completely covered.

Both sentences in (55) are odd, because both (53c) and (B8djilde completely
covered pylons. The reason for this, on the analysis prapbsee, is that the
verb in (53c) uses thel\CREASE operator, that is the semantics in (52c), and the
verb (53d) does not; it uses the semantics of (52b). Thus) @&kcribes a state;
it also describes a completely covered set of pylons becamssr is an end-of-
scale adjective. Whatever path-defined portion of the goavered is completely
covered.

Note that we can ask exactly the same sorts of questions akitzutd

(56) The fog extended gradually to the point.

There is no extent reading. The analysis already present8édtion 3.2 posits
exactly the same sort of gap fextend That is, there is no spatial accomplishment
predicate:

(57)

Reading Form Semantics

(a) Spatially indexed state | [y extend ]| extends(o)(s)
(b) Temporally indexed state[y extend ]| extendr(o)(s)
(c) Event [v extend] | INCREASEr(extendr)(e) = [
(d) Spatial Accomplishment * INCREASEg (extendg)(e)

=1
=1
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The key claim of (52) and (57) is thabverandextendonly combine withiN-
CREASEWhen they use a temporal axis of change. In deriving the eeaatings
from the extent readings via an aspect changing operaisrattalysis shares an
essential feature with that of Jackendoff (1990), with ih@REASE operator re-
placing hisBeCOME operator. The chief objection raised against that kind of
analysis in Gawron (2005) was that it did not capture the tlaat the aspectual
natures of the predicates with event and extent readings basically the same.
But here, the data in (3) and the co-occurrence facts grdually clearly argue
that event and extent readings adver DO have different aspectual natures, so
that objection goes away.

But though this makes the account work, we are left with assnthe
same question we started with. Why? What explains the gaglid)(@nd (57d)?
Why shouldiNCREASEr combine withcOVER whenINCREASEg will not.

To explain this, let us consider a specific accountmferconsistent with
the approach taken here. The casexiEndwill work along the same lines.

Dowty (1991) points out that cover-verbs are incrementahté verbs. In
fact, cover verbs have two participants that can qualifynasemental themes. Let
us call the the snow and the mountain in (1d), repeated here:

(58) Snow covered the mountain.

thethemeandgoal, respectively. As a cover-event progresses, more and nfiore o
the goal’s surface is covered; but so also is more and moteedheme’s surface
moved over the goal. Progress in the event requires sinadteconsumption of
two areas.

A natural stative predicate capturing this basic semaatt; &is well as the
sensitivity of cover predications to paths, is the follogiin

59 (a covers(o) = 7 iff pathg(o) = 7 and cover-patfe, )
(b) covery (o) = iff path(c) = 7 and cover-patte, )
where cover-patfe, 7) iff
Vil € Loc(oNs(goalo))(7 (0)))3di € Dom(w)[l € 7(7)]
Here two versions of stativeoverare defined, as were two versions of the adjec-
tive wide and the verlextend both simply returning the path when applied to a

stateo, but placing the condition the condition that the path lm®eer-pathThe
definition of cover path may be paraphrased: For all pdiotsthe goal ot (and
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falling within the trace ok) there is an index in the domain of’s path7 such
thatr (i) coversl. 2

The stative predicateoverhas the same type as the stative predieate
tend itis a relation between an event and a path. Thus in priachmth predicates
are amenable to combination withCREASE. Thus we have:

INCREASET(cover;.)
INCREASEy (extend;)

Sincepathj returns the location of theme at each momenméstricted by
the spatial path, and sine@CREASE requires that area to be increasing with re-
spect to the sub-region relation, this captures the fattibth predicates describe
spreading motion of the theme on eventive readings.

The question, then, is why do not also have:

INCREASEg(covers)
INCREASEs(extends)

The crucial point for our development is the nature of théestanctions
which are candidiate argumentsiRCREASE Because of the definitions phth,
andpath3., the two state functionsoveg andcover;, return very different kinds of
things when applied to their appropriate indices. For amgtimet, cover; (e)(t)
returns the entire portion of the theme’s location that istengoal at; while for
a given spatial index, covek(e)(s) returns the slice of the theme athat is on
the goal. While botftover andcover; (e)(t) take their ranges in the mereology
of locations,cover does so only trivially. No two elements in the rangeco¥ex
are ordered because the rangeafex is a set of disjoint slices. Therefotevex
is restricted to a range in which the elements are mutuatlgritparable, and it
follows that this function can never be increasing. It istguiatural that it is not
an appropriate argument for theCREASE operator.

On the other hand, the range @dver;.(e) includes spatially overlapping
regions, and in particular, as was already argued for the afextend INCREASE
makes sense here precisely in the case where spreadinginsadiescribed. Simi-
lar remarks apply textend INCREASE makes sense faxtend:, yielding spread-
ing motion, but has no interpretation fextend.

21The spatial functioroN returns the spatial region on or above its argument at a fingaig
is one of a family of path functions incorporating differepiatial relations, agathy incorporates
AT. The definition is given in the appendix.
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Contrast the state functions faide Whether temporally or spatially in-
dexed, the functionvide takes as its range a set of degrees which are totally or-
dered. Thus botiNCREASE; andINCREASEr may apply to it, producing spatial
and temporal accomplishments.

We can formalize the account by way of what we will call thereology
principle.

(60) Mereology Principle
In order forINCREASE to combine with a state functiofy, the range ofA
must be a nontrivial mereology.

The axioms for a mereology are in the appendix, but the keyireopents
are:
(1) Mis ajoin semi-lattice;
(2) M has arelative pseudocomplement operatitimat is, it obeys the remainder

principle of (85).

A join semilattice is a set of elements in which each pair efrents has a least
upper bound with respect to a partial order Examples of mereologies include
sets under the subset ordering, masses of stuff under thestsof ordering,
paths under the subpath ordering, and locations under twe@gon ordering.
Note also that mereologies include sets of degrees as akpase. Anontrivial
mereologyis simply one in which the partial ordet is non empty. It is this
requirement which the range odvek fails to meet.

Mirroring the mereology principle we have the definitiorvefbs of grad-
ual change

(61) A verb of gradual change is one whose denotationdsamge function
(written A,.). A change function is a function from events into a nongiivi
mereology.

The account of graduality, then, is simply that the adygdduallyhas as a nec-
essary condition that the predicates it combines with beipages of gradual
change. The two non gradual vertysverandextendboth have basic state mean-
ings. In order to acquire change functions they must combiitie INCREASE,
which can combine with eithgrath; or path3. to produce a\, function that de-
scribes spreading motion. HoweveMCREASE cannot combine witlpathy, so
there is no spatially indexed predicate of change assalwiti eithercoveror
extend Therefore neither verb can have extent reading with theaséios of a
spatial accomplishement or activity, aghduallyis not a possible modifier.

32



The case ofigzagis even simpler, since there is MCREASE operator
in the definition;zigzagis simply a basic verb of change; the range of its change
function is the mereology of integet$Thus,gradually, all things being equal, is
eligible to combine wittzigzag

Summing up the results of this section: We have accountetiégeroperty
of graduality in terms of the property of describing chanBeedicates incorpo-
rating anINCREASE into their definitions necessarily describe change, arg] thi
all things being equal, will combine withradually. Predicates not definable via
INCREASE may also describe change. The relevant diagnostic profieste is
non cumulativity.

5 Lexical classes of extent predicates

The analysis given in this paper has basically centered ondredicatesviden
extend zigzag and cover, which between them patrtition the range of variation
of predicates with event/extent ambiguities. There is allsseaof verbs closely
related tocoverin meaning which seems to behave like cover. These were first
presented in (12) as members of #orningframe of Framenet. They include
blanket, cloak, coat, and fillThus, | will refer tocoververbs rather thanover.

We have accounted for extent/event ambiguities with twtrdismecha-
nisms. There are verbs likegzagandwidenwhich simply measure change of a
certain kind and can use either a temporal or spatial axise@suore it on. These
verbs fall in the same aspectual class for both event anddadings. There are
also verbs which require anCREASE operator for the event readings. These are
verbs like thecoververbs andextend This is shown in (62):

(62)  Verb | Extent Event
widen | INCREASEs(wides) | INCREASEr(wide}) | Uniform
zigzag | ZIGZAGGY (pathy) | ZIGZAGGY (path;) Aspect
extend| pathy INCREASEr(pathy) Aspect
cover | cover, INCREASEr(covers) | Change

22Note that, consistent with this definitionigzagmust be thought of as a spatial accomplish-
ment, not a spatial state. This can be seen, for example,therfact that it is not cumulative. A
state in which a theme zigzags 5 times combined with a statdiich a path zigzags 5 times does
not give a state in which the path zigzags 5 times.
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We have thus assumed that, in some cases, there is aspectatibn be-
tween event and extent readings. In this section we exameether dimensions
of variation in the analysis, and identify other classegeixpredicates.

We begin with some terminological necessities, defirmingnge function
andstate function. The key intuition of theNCREASE operator analysis is that
it takes a function of time — call i\, — and returns a function of events —
call it A, — that measures the overall changedn in e. Call A, the state-
function of e and A, the change function of e. For example, according to
(34a), the state-function for aextendevent ispath;, and the change function
iS INCREASEr(path). Applied toe that returns a regiohwhich is the amount
of change (amount of space extended through) in the event.

The case otigzagdiffers fromwiden coververbs, anextendn that there
is noAy; that is, no underlying stative predicate is assumed ireitsatics. Con-
sequently, there is N CREASE operator in the semantics of zigzagging, merely
a function which returns the degree of zigzaggyness of ttteqfdhe entire event:

Predicate A, A,

extend path, INCREASEr(pathy)
widen  widel. INCREASEp(wided)
zigzag NA  ZIGZAGGY(path,)

We shall say that a verb likegzaghas a change functiomigzaggy; (path), but

no state functionpath . is not a state function for this verb because the difference
between the start and end valuesgath . is NOT what the verb’s change function
returns for the event. Nor does does it work to briRgREASE into the picture,
usingpath as the state function, because this would incorrectly ptélae verb is

a spreading motion verlzjgzagon its event readings is not restricted to spreading
motion, as was shown in (10). Finally there is the possibiit feedingpath..

to some degree-returning functigrto produce an appropriate state-function for
INCREASE to apply to. But though there may be functions of a tihikat would
return something like the zigzaggyness of a region arownaf the entire path (as

a Taylor series expansion of a function returns informagibout all its derivatives

at a point), applyingNCREASE to such a function still appears wrong. The verb
widendescribes an increase in width, but the verpzagdoes not describe an
increase in zigzaggyness.Other verbs for which parallel arguments against a

Z3Despite the absence of ancCREASE operator, note thatigzagcan be just as much of a spatial
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state-function could be made includedulate wind, dot, span clutter, loop, and
snake?* What they all share is that the path-shape involved is atiopsoperty
of path, not naturally expressible as a property of indigidapints on it. Hence
we will call theseholistic path shapeverbs.

We are now in a position to formally define a degree achieveérasra
predicate which has both a state function and a change &umctAs desired,
widenis a degree achievement with state functimidler and change function
INCREASEr(wider). The path-shape verigzagis not. All the other extent de-
gree achievements mentioned in Section 2.1 are amenalfle tiegree achieve-
ment analysis, along the lines of the orginal GHKL treatment

What is interesting is that many of the path-shape verbssaneel, includ-
ing descend, fall, drop, plummet, dive, raise, climhdmount call thesevertical
movement verbs In principle, vertical movement verbs are also amenabke to
zigzagtype analysis. For example, we could defitescends a verb that just has
a change function that returns the change in altitude foettige event, without
making use of a state function WCREASE. Both analyses are possible. Which
is right? Semantically there appears to be no differéhc¢evill continue to call a
verb a degree achievement verb when the degree achievenadytia is possible.

The next question arising is whether vertical movement védve path
as a state function or some degree-returning function egprg altitude. The
answer is clearly a degree expressing function, on two sount

(63) a. The Cessna rose/climbed/dropped more than the @ider

accomplishment asidencan:
(i) The roads zigzagged quite a bit in just 1000 meters.

The semantics in (34b) is consistent with this fact. It issEuence of the meaning of the de-
greeable predicatdgzaggythat a zigzagging event can be described with a telic prgpé&hus,
we are not proposing a uniform decomposition of accompleshisi(such as 'all accomplishments
include the increase operator’), and it does not appear aw#composition is possible, contra
Dowty (1979).

24The verbsdot, span clutter all seem to resist event readings. As far as | can tell, ts ju
needs to be stipulated.

25Syntactic arguments for incorporated states work only done degree achievements:

(i) The road widened again. [two readings]
(ii) The road rose again. [one reading?]
(iii) The temperature climbed again. [one reading.]

Thus (i) has two readings one which the road increases inwize, another on which it simply
returns to its previously wide state, but it seems to be diffim get an analogous ambiguity for
rise and impossible foclimb.
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b. The Cessna rose/climbed/dropped through the clouds.

First, what is being compared is altitude change, not soimgtiaving to do with
a part-whole comparison between paths. Tise version of (a) is true even if
the Cessna ends up at a lower altitude than the Piper, as $oitg tatal altitude
change was greater. Secondlge and its ilk do not entail spreading motion.
There is another class of path-shape verbs, however, fatvthe degree
achievement analysis is possible, but for whpetth. arguably IS the state func-
tion. These verbs which would have an analysis paralledxtgndand thecover
verbs, includexit, emergeleave andenter. Call these container-transition verbs.
A first argument in favor of a path state function is gradyalit

(64) a. The mountain gradually emerged from behind the doud
b. The crowd gradually entered/exited/left the auditorium

Note that only event readings are possible, though bottestshjbeing extended,
are eligible for extent readings:

(65) a. The mountain gradually narrowed at the summit.
b. The crowd gradually widened near the entrance to the iazz

This follows the pattern witboverandextend Also following the pattern ofover
and extend spatial accomplishments are not possible with contairarsttion
verbs:

(66) # The mountain emerged from the clouds in just a few hechézet.

Finally, container transition verbs do not allow verbal garatives, which is con-
sistent with the kind of partial order path state functioiveg®

(67) # The summit emerged from the mist more than the ridge.

26The only order path state functions give is mereologicalc&ithe the summit region in (67)
is not part of the ridge region, nor vice versa, no orderidgti@n between them exists. On the
other hand, this sort of comparative:

(i) The summit emerged from the mist a bit more.

is much improved. Here we actually seem to be comparingapagions that DO stand in a part
of relation, the mist covered summit region at titrend the mist-covered summit region at a later
timet'.
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All these facts are predictedifiCREASE cannot combine witipathg, for reasons
outlined in Section 4. On the other hand, if these verbs hadegaee returning
state functioniINCREASE ought to combine with it, and the facts in (64), (66) and
(67) would remain unexplained.

Another group of verbs displaying the same pattern of facthe verbs
from theadorningframe (12) that describe circular or enveloping motionlude
ing encircle, envelomndwreathe?’ Considerencircle

(68) a. The soldiers gradually encircled the hill.[evertdiag only.]
b. The fog gradually encircled the hill. [no displacementimoentailed.]
c. # The soldier encircled the hill more than crowd.
d. ...

Another important dimension of a variation among extentmages is
whether the path is an incremental theme (Dowty 1991) in texeadings; that
is, do the truth conditions require that the path coveredvgromomorphically
with the event, with the location identified in tifi®m phrase overlapped at the
beginning of the event, and the location identified in tiMphrase overlapped at
the end? We accounted for this difference in Section 3.3 [pothesizing two
distinct kinds of temporally-indexed patpath andpath}., wherepath. is the
incremental path.

Vertical movement verbs manifest a possibility availalblghie analysis,
but not discussed until now. They are degree achievemetitsreremental paths.
In a path-phrase specifying sources and goalsfrtira phrase identifies the lo-
cation of the lowest point in altitude and thephrase the location of the highest
point. Accordingly, (69) is odd:

(69) ? The balloon rose from the ceiling to the floor.

This accords with the intuition, discussed in Section 313t incremental path
verbs are fundamentally verbs of movement.
Summarizing, then, on this analysis, extent verbs can vaBwvays:

270ne could addurroundtp this group. Note that to describe extent readings foretlvesbs,
we need to assume a circular axis. This is a peculiar use olvtird axis but is consistent
with our original formal definition of an axis simply as an erdd domain. Thus for example
when using polar corrdinates to locate points in space tharameter or angle, is an axis in our
sense. The necessary notion of axis for verbs su@nascleis something likeangle measured
counterlockwise from some established line in some estwali planeThen for any point in the
plane we can determirte Then the pattern.
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1. whether they can be defined in termsiEREASE (extentcover, extend
and both versions afigzagcannot);

2. whether their temporally indexed paths are incremepth(. or path3);

3. whether what is returned by the change function is a dpatjgon (cover
andextend or a degreewiden zigzag

The full array of possibilities for categorizing extent aogplishment pred-
icates is shown in (70); in each cell, verbs above the hotadime have incre-
mental paths; verbs below it do not.

(70) Categorization of extent accomplishment predicates

rangéA.) Degree Achievements NO INCREASE Op
. th3 ver, exten ??
region, path patiy .CO e € ?_ d
path container transition verbs ??
th3 widen r tc. holistic path-shape verbs ||
degre pathy. .den edden etc 0 s .cpa shape verbs
path . vertical movement verbs | holistic path-shape verbs |

Obviously, it is of interest that the upper right corner ispgyn
The two “missing” verb classes with no state function, arscdeed in
(71)

(71) a. Incremental path verb with no state function:

(1.) incremental path (event reading entails motion; exsading does
not);

(2.) does not describe spreading motion (since that is aatat of
the INCREASE operator);

(3.) lacks a verbal comparative (evidence for degree-rémgA.);

b. Non-incremental path verbs with no state function

(1.) nonincremental path (neither reading entails incraalenotion);

(2.) does not describe spreading motion (since that is apatat of
the INCREASE operator);

(3.) lacks a verbal comparative (evidence for degree-rémgA.);

A natural candidate for (71a) arises. There is no naturatlidate for
(71b), which appears to be an accidental lexical gap.
The natural candidate for (71a) is the vexd
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(72) a. The elevator went from the first floor to the penthouserider ten
seconds.
b. The cable went through 20 apartments in just 100 yards drttal
distance.
c. # The elevator went more than the dumb waiter.

(72a) entails non-spreading motion with an incrementath paitd shows thago
can be a temporal accomplishment; (72b) shows an externhretmit is a spatial
accomplishment,

Suppose thago is just a change function which, applied to an event, re-
turns its path:

(73) go(e) = wiff pathy(e) ==

Paths have a natural mereological offleso this qualifies as a change function
just as much asovers andextends; do. Call this thepath-is-a-change-function
analysis. As with regions, it is a partial order, so we shawdtexpect compara-
tives, so this fits very well into the upper right hand cornef7®). But is it right

to say thago has no state function? Why cam’tbe the state-function?

Technically, according to the assumptions so far, it caet it that is
only part of the story. According to the scheme underlyin@)(&an event state
function component of a verb is a function of tirdg that defines the start and
end states of an event, and tHiéferencebetween those values df; is what is
returned byNCREASE The claim made by locating a verb in the upper right hand
corner of (70) is that there are no well defined start and eatdstvith a difference
operation. Technically that is correct as we have usedrdifiges thus far.

Of course, paths return regions and even though the introrsiering on
regions is only partial, there is a very natural waydefine a total difference
operation on regions. It is calledistance So a state function treatment gb
could be defined as follows:

(74) go(e) = diff DISTANCE(path;)(e) = d

Call this thepath-is-a-state-function analysis. On this view we would regard

28
) iff Dom(m) - Dom(m) /\V’Lﬂ'l(l) = 7T2(i)
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DISTANCE as one of a family ofNCREASE like operator®, and we would be
movinggointo the lower left hand corner of (70). The argument agdimstview
is that distances are ordered and we would expect verbal axatines to work
and they do not.

The view of gradual change that has been emerging in thisrpapleat
change functions return two sorts of things, parts and @sgneartially ordered
and totally ordered, respectively. As a matter of fact, tlearccases of totally
ordered change measures, the adjectivally derived deghéevaments, all allow
verbal comparatives. It therefore seems quite natural ¢cthis as a diagnostic
for distinguishingchange by parts the top row of (70), fronthange by degrees
the bottom row. If this is rightgo belongs in the top row and one of our missing
verb classes is not missing.

Something like the analysis in (74) seems to be what KennedyLavin
(2001) have in mind for all verbs of motion. One of the argutadar this path-
is-a-state-function analysis is that verbal measure pltashich also crop up
with degree achievements, can be treated as simply filliaghlange argument
position (that is, specifying what is returned by the chdngetion). For example,
elevator went 300 feean be rendered:

Je[DISTANCE(path.)(e) = [300 ft] A themée) =elev |

However, on the path-is-a-change-function analysis aateachere the composi-
tional semantics of this sentence looks the same; it's hestISTANCE comes
from the measure phrase or the construction introducingsitead of from the
verb. This is presumably exactly like the semantic openatieeded when com-
bining mass nouns likenilk with measure phrases likevo gallons It is also
needed forgo for speed measure phrases as well on either account. The main
argument for the path-is-a-change-function account istthere is a principled
account of the distribution of verbal comparatives.

A key point is the fact that there do seem to be verbs of mohahallow
verbal comparatives, namely manner of motion verbs:

(75) a. John ran/walked/swam (a mile) more than Susan

2)Note, however, that it is NOT simply an operation on pairsaififs. It must be a function of
the entire path, since it must compute path-distance réttharsimply Euclidean distance between
start and end points. Itis true of one who has run exactly dluéions around a quarter-mile oval
that they have run a mile, and false that they have run 0 mtesapareose one miler fell one
mile, where the measure is really Euclidean distance along &&ksixis. This really can be a
function of two points.
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Here though there is a habitual reading paraphrasabierdwalked/swam more
often there is also an eventive reading mear@rgthat occasion John ran/walked/swam
further than SusanFor such verbs the path-is-a-state-function analysimseer-
rect.

But why should there be such a big difference betweatk andgo? The
answer is that this big difference isn’'t so big. It's a ratieinor syntactico-
semantic fact about a word, not a deep semantic fact. Thesdorditure and
equipmentare mass nouns, yet they denote countable articles in thiel.wdo
count instances we need to insert classifier-like words filezes ofyielding
phrases likehree pieces of furniturandthree pieces of equipmeniVe don't
need to do this with words likehair andtripod, even though these are special
cases of furniture and equipment. Similarly to form verl@ahparatives wittgo
we need an adverb that introduces a degree dshn went (a mile) further than
Sue.Presumablyfar/furtherintroduces aISTANCE operator into the semantics,
just as distance measure phrases do.

Now considemon-incremental path verbs with no state function The
abounding-witHrame of Framenet provides us with two verbs that satisfihadle
criteria in (71b):teemandcrawl.

(76) a. The waters of the bay teemed with fish from Pearsort Rothe river
mouth.
b. The basement crawled with ants from the coal scupper ttuthace.

The verbgeemandcrawl have non-incremental paths, do not entail motion (in the
relevant sense of displacement to a new location), do natlepreading motion,
and have no detectable verbal comparatives:

(77) a. # The waters of the bay teemed with fish more than tlee delta.
b. # The basement crawled with termites more than the attic.

But they are not verbs that belong in the upper right handeyoof (70). They
do not belong there because there is no sense in which thesithez temporal
or spatial accomplishments. They are states on both axesy Sffow no direct
evidence of being accomplishments using frame adverbials:

(78) a. # The basement teemed/crawled with ants in 30 minfitase adver-
bial reading]
b. # The basement teemed/crawled with ants in 50 yards.

And we saw in (19) that they are path-cumulative.
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Thus one way of identifying the lexical gap is: there are ndosehat are
like teemandcrawl but are spatial accomplishments. Another way: there ncsverb
like zigzagandgo but with non incremental paths on the event readings.

Finally a word about the relationship between spatial stated spatial
accomplishments. it is a consequence of the analysis gibeneathat spatial
state predicate cannot be paired with a spatial accompéishpredicate via the
INCREASE operator. [why there are no paired spatial states and adtshmpents]

6 Dimensionality and change in lexical structure

We accounted for two aspects of aspectual variation, inengatity and gradual-
ity.

Since our discussion of incrementality basically concemnte effects on
event readings, we can summarize our account by colleatigether our event
readings. This is done in (79):

(79)  Verb AVS Path

zigzag| zigzaggyo pathy pathy [+ Incr,]
extend| INCREASEr(path;) | path;

widen | INCREASEr(wide}) | path,

[- Incr.]
cover | INCREASEr(cover;) | paths

The account is that event readings with temporal paths eglliire incrementality
of the path. All extent predicates allow spatial paths, bme also allow temporal
paths. Since temporal paths can only occur on event regdingse predicates
will have incremental paths on event readings.

The issue with graduality was the compatibilitygraduallywith certain
predicates on their extent readings. We can summarize souatby collecting
our extent readings. This is done in (80):

(80)  Verb A, Ay

widen | INCREASEs(Wides) | NA | [+ Grad,]
zigzag| zigzaggyo pathy NA | (degrees)

extend NA path} | [- Grad,]
cover NA covers, | (parts)
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Our account is that predicates describing change by pants m@ compatible
with the INCREASEg operator and could only be spatially stative on their extent
readings. This in turn was due to the fact that spatial pathsm slices, which are
not ordered with respect to each other, and do not provide &tactions {\;s)
with the right sort of range fOINCREASE to operate on.

We now show how the graduality facts can follow from a generelr-
acterization of verbs of gradual change, building on the@sdgbout mereologies
of Section 4 [ stuff moved from heer] Th®RCREASE operator does not apply to
either version ofigzag Why, for example, can'iNCREASEr apply tozigzag- to
produce a second-order versionzizag one which describes an event in which
the degree of zigzaggyness changed?

The basic intuition is that it can’t apply because a verb carelonly one
axis of change, anzigzagalready has its one allowed axis of change. The formal
reflex of this intuition is thatNCREASEs must apply to functions from events to
spatially indexed state functions amicREASEr must apply to functions from
events to temporally indexed state functions. That is, lagibly to denotations
approrpiate for states, 0-dimension predicates. Thezigaag on the other hand,
denotes a function from events to degrees, a function apptedor an accom-
plishment or activity, which returns a degree measurin@ttige course of change
in an event.

Summing up, non-triviality imposes a requirement definirgpgial change,
and that definition presupposes an axis of change. A verb@andnly one axis
of change. All the examples above where two axes are useses where one
axis was the axis of reference and the second an axis of chaifpen events
with change in two spatial dimensions have arisgvén, | have described them
with state functions whose values are surfaces. Thus thetste of the account
is that there is always one independent variable, the axdbarige, which can be
mapped to a variety of domains some of them with multipleiapdimensions?®

7 A conclusion

The results of this paper are essentially the following:
(a) Event and extent ambiguities can be accounted for watie $tinctions whose
domains may be either temporal or spatial indices;

30The description and terminology in this section follows manf the ideas of Jackendoff
(1996), though | have departed somewhat from his usage tiallowing two-dimensional predi-
cates. Jackendoff allows what he calls two-dimensionalipates.
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(b) Predicates with state functions that allow spatialéediare also predicates
that allow spatial paths. Spatial indices require an oeérexis of the sort
used elsewhere in the language of space, and spatial pathbeaprimary
device for describing and evoking such axes;

(c) This establishes a domain of predicates veiplatial aspect Spatial aspect
varies just as temporal aspect does. There are spatialtopetiat map spa-
tial states to spatial accomplishments/activities;

(d) This has led to the proposal of a general characterizatioverbs of gradual
change: All verbs of gradual change have non-trivial changetions with
mereologies as their ranges. This can be viewed simply asrgieration of
the degree hypothesis of HKL.

(e) There are two kinds of gradual change, change by degceehamge by parts,
with corresponding changes in the range of the state fumctithe ranges
of the state functions of verbs of gradual change must be otaagies with
remainders.

There is a natural way of generalizing the view of state fiamstexplored
here, which helps relate operators likecREASE which operate over ordered do
mains with mereological structure, to operators like Ddsviyp 79BECOME oper-
ator, which accounts naturally for non-gradual change.

The pointis this: All states, activities, accomplishmeatsd achievements
may be viewed as having state-functions which obey the n@gg@axioms minus
the Remainder Principle. To take this step would requireitiohg into the fold
Boolean state functions for verbs of non-gradual change suchohge, prove,
give, etcetera. The Boolean state function $otve for example, is a function of
time which returnsALSE for the entire temporal span of a solving event until the
theme is solved. A Boolean domain is still ordered, and if e

FALSE < TRUE

then the transition from non state to state will be an in@eaSuch a domain
does not obey the Remainder Theorem, although the functies dbey the non-
triviality requirement, so this would be the essential stuwal difference between
gradual change and non-gradual change. On this VM@REASE andBECOME
fall on a natural continuum.

This also opens up another possibility. The fact that thereigraduality
with extentcover, no verb with the semantics

INCREASEg(covers)
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as we saw in (52), may also be explained simply by saying tiseme predicate
with the meaning:

(81) covers.

That is, we could simply say that the state function in (81) is

not a legitimate state function for a natural language ppeddito have.
Thus there can be no stative adjective or verb which has @ity aneaning be-
cause its range is trivial. Such functions arise only assstefthe definition of
legitimate state functions like:

S
coverr,

which is nontrivial, and legitimate change functions like:

INCREASEr(cover?,).

8 Change: Conclusion

Let us return to the starting point: descriptions of charmeggiire two ordered sets.
Consider (82), repeating(20):

(82) The boiling point of water drops 3 degrees Fahrenhdivden sea level
and 4000 feet.

Points

A. zigzagy as defined here does now support the degree hygimthe

This is because the degree of zigzaggyness is not an inctahpamtici-
pant. A subevent of an event of zigzagging may be more or lggaggy than the
entire event. This in turn stems from the fact that we havedefinedzigzagby
means of theNCREASE operator. It bears no systematic relation to a function of
instants of time, in contrast twiden

John zigzagged three miles in 10 minutes.

a. John zigzagged more than Susan. b. John walked more tkan.Su

a Does NOT entail he moved further. b does.

B. [not sure what this is about] zigzag may be telicized EI'RH& two
ways:

semelfactive? John zizgagged three times.in 10 minutestit?zigzagged
three miles in 10 minutes

The reduction of change to states is not possible.
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Let us review why this is with respect to the caseigizag

Notice the problem is NOT that one cant talk about zigzaggynea a
function of time. Calculus shows us how to define function®séwvalue at an
instant of time is the rate of change at that moment in timed Amakes sense to
talk about increases in this function, too! So the rate ohgleacan be increasing
(accelerating) and we can talk about the net increase betivee moments of
time:

INCREASE(ZIGZAGGYNESS)(e) = ¢

The problem is that this isnt the right definition of the verfizag The verlrzigzag
describes events with zigzaggy paths, not events of ineli@adgzaggyness.
Conclusion: in a trivial sense, change presupposes st&@esnot in a
semantically interesting sense. Change does not preseigpates that are inde-
pendently motivated semantic components.
Other path shapes: scatter, dotted
Semelefactives as another example. Riddle [puncture maiesg im]
Another blow to the idea of semantic structure.

Appendix

Definitions of path operators

The domain of any path functianis that set of points on the axis S that fall within
e:

path;(e¢) =7 onlyif 7 :[START(e), ENDi(e)] — Locations

Loc is a function returning the entire spatial region codelog a path function,
defined as:
Loc(m) = || m(s)
s€Dom(r)
Temporal and spatial paths are defined by means of a locatnmtionAT,
which returns the location of its argument at a titne

(a) Spatial paths(e)(s) = AT(theméde),7 (e))[|plands,S)

(b) Temporal pathp(e)(t) = AT(themée),t)

(c) Temporal pathf(e)(t) = AT(themde),t)[]Loc(path(e))
Coercion
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A key property is that path always returns a region of spatetier temporal or
spatial; (a) Spatial path always returns the location ofttigene at slice within
the temporal bounds ef(7 (e)); (b) Temporal path always returns the location of
the theme at the relevant time within the spatial trace af(@(e)).

All the aspectual differences between spatially and temdpomdexed
predicates then follow because temporal paths must ovetlapccessive mo-
ments of times, but spatial paths cannot overlap at suseesgatial indices. The
temporal coercion cases behave like temporal paths, ostyigeed by the the
spatial path of the event.

| also assume a family of event-independent path functinosrporating
spatial relations other thasr. These will be used, among other things, for the
semantics of path prepositions likeo andonta As an example, the definition
of ong follows:

ONs(x)(t)(s) = ON(z,?)[]plands, )
The functionoN is a spatial function returning the supporting surfaceoegif its

argument at a time Thus for each spatial index ONg(e)(s) returns the slice of
the theme’s supporting surfacesat

Mereologies

We take a mereology to be a join-semi-lattice in which the Riewher Principle
is satisfied. The following definitions, in slightly modifiéorm, are from Krifka
(1998:199):

(83) P= (Up, @p ) is apart-structure iff

(@) Up is a set of entities;
(b) @p, thesum (join) operation, is a function from Y x Up to Up that
is idempotent, commutative, and associative.

From@p we may define 3 relations:

(84) (a) <p, thepart-of relation, defined a¥/z,y € Up[z <p y <> 2 @p y =
Yl
(b) <p, theproper part-of relation , defined as/z,y € Uplx <p y <
v <pyAzF#Y|
(c) ®p, theoverlap relation, defined as/z,y € Up[z ®p y «— Iz €
Plz <py Az <p z|]
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It is easy to show that is reflexive, transitive, and anti-symmetric. From
the fact thatd is idempotent, commutative, and associative it followd tha y
is an upper bound on andy:

td(dy) = (rdz)Dy

r Dy

yo (yea)

= (yoy o
ydx

y®(rdy)

It is easy to show that @ y is a least upper bound as well. So this shows a
part-structure is a join semi-lattice with ordering redati< and join operation
@. Some authors (Pinon 1994a) simply use the term mereologyetn a part
structure with the definitions in (84) added.

With Krifka, we usemereologyto mean a part structure in which any
ordered pair of ordered elementsandy, has a uniqueelative complement.
That additional requirement is called the Remainder Ppiaci

(85) Remainder (relative complement) principle:

Ve,y € Uplx <py— Ar[-[r@z] Az dz =y

As Krifka points out, structures that respect the Remaimtarciple ex-
clude bottom elements (elements that are less than alls)thrcause everything
overlaps with bottom, and the remainder axiom requiresyewen-maximal ele-
ment have at least one non overlapping element. Thus setgodes must exclude
0. In order to satisfy these axioms, a set of degrees musbalstosed under the
difference operation.

Future research
Other kinds of change axes.

(86)
The temperature climbed.

The temperature climbed three degrees as he descendeldantalley.

No “extent” reading for (a) Cumulativity requirement explaithis.
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