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1 Introduction

1

Consider the sentences in (1):

(2) a. The fog extended (from the pier to the point).
b. The crack widened (from the north tower to the gate.)
c. The storm front crossed the entire state of Colorado.
d. Snow covered the mountain (from the valley floor to the sitinm

Sentences like (1a)-(1d) have attracted the attention aimber of authors
(Jackendoff 1990, Matsumoto 1996, Talmy 1996, Gawron 20@gch has both an
event reading and a stative reading. For example, on whatall the event reading
of sentence (1a), a body of fog beginning in the vicinity a# flier moves pointwards,
and on the other, stative reading, which I'll call axtentreading, the mass of fog sits
over the entire region between pier and point. The eventmgaghtails movement. The
extent reading entails extension, the occupation of a regfespace. Similarly, there
is a reading of (1b) describing a crack-widening event, déagea reading describing
the dimensions of the crack, increasing in width along as extending from the north
tower to the gate; and readings of (c) and (d) describing meve events as well as
readings describing the configuration of the storm fronttiiedsnow respectively.

It has been observed by a number of authors (Verkuyl 1972 tpd97 9, Krifka
1989b, Jackendoff 199éter alia), that the aspectual nature of a clause, at least in the
sense of the categories of accomplishment, activity, aehment, and state of Vendler
(1957), is not a property directly inherited from verbs. Eaample, the boundedness
or quantization of arguments may make a verb alternate leet@ecomplishment and
activity readings at the VP level:

(2) a. She drew the circle in under 10 seconds.

1] am grateful to Farrell Ackerman, Chris Barker, Daniel Bigr, Chris Kennedy, Andy Kehler, and
Rob Malouf for saying interesting things, sharing insiglisking good questions, and pointing out bon-
ers. This work also benefited from the questions and comnudraadiences at UCSD and SALT who
heard talks on early versions. Any remaining flaws are my own.



b. She drew circles for 20 minutes.

In other cases, the same alternation between accomplislandractivity may be ob-
served without accompanying alternations in overt argusen

3) a. The river widened for hours.
b. The crack widened in minutes.

An abbreviated description of the analysis of Hay et al. @9®IKL) is that it tries to
reduce the cases in (3) to cases like those (2) by positingieeaf-change argument
(sometimes surfacing as a direct argumemdened 3 inchesr in aby-phrasewidened
by 3 inche} which may be either be covertly quantized or not. Thus tmaesun-
derlying lexical representation may be associated with hotomplishment or activity
readings.

At the same time the distinction between the static clasgg)sand the other
three dynamic classes (activity, accomplishment, anceaehient) has a somewhat dif-
ferent status. The aspectual alternations in (1) are altims between dynamic (activity
or accomplishment) readings and state readings. Underlexasal semantic accounts,
no single lexical predicate is compatible with both kindsezdings. Thus, in cases like
those in (1), the verb needs to be treated as lexically amobiguwith some operator
applying to the state meaning to derive the dynamic meamkmgexample of such an
account is that in Jackendoff (1990):

(4) Extent| cover
Event | BECOME(cover)

WhatBECOME(cover) in (4) requires is there is a transition from a notered state to
a covered state. The idea that a transition between twcsstatiee essential feature dis-
tinguishing states from dynamic predicates goes back st tedDowty’s (1979) aspect
calculus, which introduces treECOME operator for just that purpoge.

Supporting this view is the fact that morphological altéioas with exactly the
semantics of transition captured BECOME are widely attested cross-linguistically,
including in English. Thus we have the English inchoativieralation, in which an
adjective is related to a verb; typical examples are giveb)n

) : :
|Adj [Verb [|Adj |Verb |
wide | widen large | enlarge
long | lengthen|| full | fill
hot | heat cool | cool

Although there are a number of examples of zero-derivatitmmthe paradigm
(warm, cool, narrow, dry, and so on), zero-derivation is not uncommon in English, and

2More generally, the idea of theECOME operator as a component in lexical semantics goes back at
least to Lakoff (1965). Dowty’s contribution is to incor@e it into a systematic account of lexical aspect
and to try to provide an explicit model theoretic definition.



the status of this alternation as a productive categoryging derivational process is
uncontroversial.

Thus we have independent motivation ispect-changing operatorsuch as
Jackendoff’'SSECOME operator so it is, at first blush, not unnatural to assumeplag-
ing some role in a zero-derivation process in (1). HoweVverd are a number of prob-
lems with this idea.

To start with, the same kind of ambiguity occurs with formsiati) on the ac-
count just sketched, already contaiBECOME operator. Thus, the degree achievement
verbwidenin (1b), has both event and extent readings. Laying asidectibps about
what it would mean to apply BECOME operator twice, the problem is that we have no
semantics that would plausibly account for a stative regaftin a form which already,
as it were, incorporates BECOME operator. | will lay out the objections to such an
aspect-changing account in more systematic fashion below.

Here | wish to lay out an alternative which | will call an undpecification ac-
count. On the underspecification account, forms Vikdenhave an underspecified as-
pectual nature: they can be either stative or not. More®arh forms are always like
widen that is, they are intrinsically dynamic predicates. Thigyre is as in (6):

(6)

+ Dynamic| - Dynamic
- State| + State

So what | am saying aboutidenis that it is[+Dynamid, meaning that it can be either
[+State or [—State,

The challenge, of course, is to make some semantic sense ioieth of dynamic
statives. What makes sense of it is the following picture. b€odynamic means to
describe a change and change may occur in either a spatiahdiam or in a temporal
dimension. When | say of an event property that it is a [+ $at@perty, | mean that it
is static and homogeneous in timeeihas such a property, then temporal sub-events of
e have the property. Predicates likedenare two-dimensional. That is, they have the
unusual feature that they can denote properties that atelgpdynamic (they denote
change in space), but static and homogeneous in time.

Now in order to make such a proposal plausible one has to leed@bhake clear
what it is that makes a predicate two-dimensional in the wagylwidenis. In what
follows | will claim that it is a lexical property of certainrgdicates that they aextent
predicates, that is, they can describe properties oridayt@hd located on a spatial axis.
For dynamic predicates with extent readings, that spatial @n become thaxis of
change the axis along which change is measured. A two-demenspredicate, then,
is one that can describe change along both a temporal andial spés.

The starting point for such an analysis is that there is asabtdipredicates in
English for which a contextually available spatial axisesmntically significant. | will
call this class of predicatestent predicates All the verbs in (1) are extent predicates.
My operational definition of an extent predicate is this: Adiemt predicate accepts
extent path phrases that is, path phrases co-occurring with stative readirigss is
shown forwidenin (7), using Vendler’s own test — incompatibility with theqgressive
— to demonstrate that the readings exhibited are stative.
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(7)

Criterion Example

Path phrases | The crack wideneffom gate to north tower
Extent reading The crackwidened 5 inches in less than 100 yargs
Stative The crack*was widening 5 inchegextent reading

Any predicate meeting this definition has what | call exteradings. Not all predicates
with extent readings also have event readings:

(8)  The bridge spans from the Lower East Side of ManhattarreoiByn.

But verbs likespanseem to be rare. Most verbs with extent readings also have eve
readings. In any case the claim is that spatial axes arefisigmi for extent predicates,
whether they have event readings or not. To justify thathciaione of the central goals
of this paper.

| want to argue first that, given this definition, the phenooreof extent pred-
icates is quite robust. | begin with degree achievemenéswiklenin (1). Other axial
degree acheivement verbs include:

9) narrow, warm, cool, rise, fall, darken, lengthen, séoytdim, grow, smooth,
thicken, swell, shrink

as well as all color/light degree achievements:
(10) redden, whiten, bleach,brighten, darken, pinkeihtég

| will call theseextent degree achievementsAll of these verbs share the property that
they are degreeable like the degreeable states they aredréba and in some cases the
degree argument may be overtly filled by a measure phrase:

(11) a. The river widened 10 feet.
b. The river widens more than the road.

They also accept path phrases on their extent readings:

(12) a. The sky brightened at the horizon.
b. The bridge narrowed from the midpoint of the canyon on.
c. The road rose from the canyon floor to the ridge.

There seems to be no special connection betwen extent gsaalial deadjectival
verbs. Extent readings are quite at home with degreeabls vieat are not deadjectival
and describe location-sensitive properties.

(13) a. His leg swelled noticeably just above the ankle @uljal form swollenis
deverbal).

b. The sheet crumpled up below his knee, exposing his ankle.



Another large class of extent predicates can be found anfenga-callegath-
shapeverbs of FrameNet (Fillmore and Baker 2000). This classuithescrossillus-
trated in (1c). Although (1c) is carefully constructed sa@be ambiguous, this is a
class of verbs for which it is sometimes difficult to producebéguous sentences, be-
cause there is a shift in selectional requirements betweamt and extent readings:

(14) a. The road crossed the valley. [Extent reading]
b. The truck crossed the valley. [Event reading]
c. The road zigzagged up the hill. [Extent reading]
d. The halfback zigzagged to the goal line. [Event reading]

Here sentence (a) describes a spatial configuration, senfeh a motion event. The
other verbs in the Framenet frame all exhibit the same kinelveht/extent uses, with
similar shifts in selectional requirements:

(15) angle, bear, bend, climb, crest, crisscross, crosk,descend, dip, dive, drop,
edge, emerge, enter, exit, leave, meander, mount, plunmeseth, rise, round,
skirt, slant, snake, swerve, swing, traverse, undulats, veeave, wind, zigzag

The existence of selectional shifts like those in (14) mightpt one to analyze
these cases via some kind of lexical rule, either as a stdizean-derivation, or asrale
of polysemy(Nunberg and Zaenen 1992), like that which relates meat tosasimal
uses for a class of Anglo-Saxon meat/game wordsdikeken turkey, andtrout.

| will argue that the selectional shifts between event aridrexxeadings for path
shape verbs may be independently explained by the intereotif general properties of
extent predicates.

A rough outline of the acount goes as follows. The semantistamncy of path-
shape verbs is captured by the class-name: The predicatbessa particular shape
to a path. On the event reading that is the shape of a pattdt@adein time, on the
extent reading it is the shape of a path realized by a statitaonfiguration. Thus,
with respect to extent readings, what is going on here isdomehtally the same as what
is going on with extent predicates lilkextend which do not show any selection shifts
between event and extent readings. The figure in an extetibgees always represented
asextendeaver the entire path, and the property being attributedivays to a spatially
defined configuration of the figure’s parts. It follows thatfigs that cannot be extended
in the required configuration (such as halfbacks) are dia@tl on extent readings.

The real question is: Whence the selectional shift? Why dbsvkke crossand
zigzagallow non-extended figures like halfbacks on their evendiregs? Putting this
another way: What distinguishes verbs likgzag which allow non-extended figures,
from verbs likeextendwhich do not? The plausible answer is that ieiendwhich
is the marked case. Most motion verbs depiidplacementadvancement to a new
location accompanied by removal from an old one, allowiggdrfigures like halfbacks
(I will call this incremental motion). But it is an idiosyncratic property of verbs like
extendand surroundthat the event reading only describes what | will cglreading
movementas location + 1 is occupied location continues to be occupied. Thus rigid
figures like halfbacks are disallowed.



In Section 4, | will propose a formal account of these obgena based on
scalar semantics for extent verbs. Motion verbs tkesswill be associated with dis-
tance scales, which be required to increase over time ort ex@tings. This will entail
motion (but will not distinguish displacement from spraaglimotion). The restriction
to spreading motion for verbs likextendwill be captured because they will be lexi-
cally associated with aextentscale, so the length of the figure will be required to be
increasing over time on event readings.

| will call the larger class of predicates lexically selegtpath-phrases, including
motion verbsaxial predicates Not all axial verbs are extent predicates, because their
path phrases often resist extent readings. One propeitytbaludes extent readings
is any variety of obligatory agentivity. To repeat an exaenpsed on the Framenet site
in defining path-shape verbspakeand slither differ in whether extent readings are
possible, becausdither describes the manner of motion of an animate moving subject:

(16) a. The trail snaked up the hill.
b. # The trail slithered up the hill.

Having provided some evidence of the productivity of thergireenon, | turn
now to the semantic analysis of extent predicates. Buildimthe analysis of Hay et al.
(1999), Gawron (2005) proposes an analysis of extent pagzcassuming they are
gradable properties. That is, each dynamic predicate eceged with a scale defining
the degree of change in the event. More specifically, the tdépa of each verb is an
eventuality functiona function from eventualities to degrees. The eventuélibgtion
for widenis a function to distances, and forighten a function to degrees of brightness.
The value of the function for a widening events the change of width that occurs in
the course ot; the value forbrighten the change in the degree of brightness. The key
assumption required to account for event/extent ambigiisi that all extent predicates
make use of a spatial axis | will call the context axis. An intlia¢e consequence is that
the co-occurrence of path-phrase modifiers with extentingad noted by Jackendoff
(1990), is explained. Path phrase modifiers arise becaageath key linguistic devices
for defining and orienting spatial axes. The second conseguie that extent readings
are accounted for as cases in which the eventuality funeNatuates change along a
spatial axis. Call this idea, the idea that extent readimgscases in which a gradable
event property is evaluated with respect to a spatial axesHKL analysis.

The benefit of introducing a spatial axis is that it introdaieesecond dimen-
sion. Gradable predicates that are uncontroversiallyvstatin still describe change.
We already saw evidence for this in (7), when we applied thed\égian test for an
accomplishment in an extent readingwiden The GHKL analysis predicts that we
should see both spatial accomplishments and spatial @esiviVe can in fact find both
with extent readings afviden

(17) a. The crack widened nearly half an inch in ten meters.
b. The crack widened for 100 yards.

Call this argument for the GHKL analysis, the existence attish analogues of Vendle-
rian accomplishments and activities, argument one.



The analysis ofwiden proposed here is aspectually neutral. That is, there is
no aspect-changing operator likeCcoOME relating event and extent readings; the basic
claim of such an account is that both readings are given byglesidynamic predi-
cate. Therefore, both readings should exhibit the samecasgenature, modulo the
axis along which change is measured. And this appears torpecto Parallel to the
spatial activity and accomplishment examples we see in (@& have the kind of tem-
poral actity and accomplishment examples noted in Hay gt18199):

(18) a. The crack widened five inches in five minutes.
b. The crack widened for several hours.

As pointed out above, the morphologywidenis significant. Forms likeviden
already contain a suffienknown to make dynamic predicates, yet stative extent read-
ings are possible.

(19) Morphology:widen=wide+ -en

(&) The crack widened from the north gate to the tower.

(b) Event: An event occurred in which the width of a crack eased over a
span ranging from the north gate to the tower.

(c) Extent: The width of the crack was greater near the tolean hear the north
gate.

Obviously, an account on which addirgn creates a single dynamic predicate respon-
sible for both readings would economically capture thesfacall the morphological
evidence thatvidenis dynamic argument two.

A third argument for the dynamic nature of extent readinghésr compatibil-
ity with adverbial modifiers likegradually. Sentence (20) has both event and extent
readings:

(20) The crack gradually widened from the north gate to thesto

The meaning of the extent reading is that the increase inhwidimoving from the
north gate to the tower is gradual. Note also that the doaetity imposed by the path-
phrases on the extent reading has a truth-conditionalteffée crack must be wider at
the tower end.

Finally, there is a simple descriptive problem with the mmnalternative to an
underspecification account: an account by aspect-chamgiaegtor along the lines of
Jackendoff’s. Consider for example trying to relate thenéveading ofwidento the
extent reading viaNCREASE. It is simply wrong (truth-conditionally) to say that the
event reading ofvidenmeanscome to be an x that increases in spatial wideniig
x that widens spatially must be wider in one place than inlzetut at the end of a
temporal widening event, a crack may be the same width evessav This point, then,
carries over t8ECOME. The final state of a temporal widening event does not have

3This directionality actually goes away with the event reagia detail that will fall out from the
semantic underspecification analysis given below.



to be one that counts as a spatial widening event. The twongadimply stand in a
different semantic relation.

Summarizing, we have now given four arguments for an un@erpation ac-
count forwiden

(21) 1. Vendler class tests;

2. Graduality;

3. Morphology and the contrasting stative readingw/iofe andwiden

4. Semantic relation (the event and extent readings do aatlsh a relation

describable either b]WCREASE or BECOME).

Although | will focus on the issue of acounting for event esttambiguities, the
real research question of this paper is whether the classtefitepredicates is linguis-
tically significant. Does it make sense to identify a claspi@dicates (in particular,
verbs) for which an orienting spatial axis is obligatory&Tnderspecification analysis
of event/extent ambiguities — if correct — is strong evidentthe linguistic reality of
such axes, but as we shall see, the same arguments do nobearny the other verbs
in (1). Thus, the case for spatial axes for these verbs iiaritore complicated.

Consider now extending the underspecification accountdmithe other verbs
in (1), coverandextend(Henceforth, | will just discusextend the facts forcoverare
analogous). To account for the extent readings along theme §aes we accounted for
widenwould mean assuming some eventuality functExT, which returned degrees
of extension (distances). Combining this withtcREASE would yield a dynamic (ac-
tivity/accomplishment) predicate, and evaluatingREASE along spatial and temporal
axes would yield extent and event readings respectively.

Note first of all thatextenddoes not show the morphological evidence that was
so compelling fowiden There is no adjective obviously relatedextendand no mor-
pheme that combines with it to yield a dynamic verb.

Suppose, then, thaxtendis two-dimensional (spatially and temporally dy-
namic), that is, spatially dynamic without being relatedatstative predicate by an
INCREASE operator. That s, it is likevidenbut without a related stative form analogous
to wide There were basically two direct semantic arguments\hdenwas spatially
dynamic, Vendlerian tests like those in (17) and gradualityxtent readings as in (20).
Both fail for extend Consider, first, the Vendlerian test:

(22) # Because of its relentless switchbacks, the trailreddd 5 miles in just 2 miles
as the crow flies.

The construction of acceptable spatial accomplishmenhsergences appears impossi-
ble with the verkbextend Next consider graduality:

(23) The fog gradually extended 10 miles into the woods. {ekeading only)

Sentence (23) lacks an extent reading, Signficantly, (28 d@mve an event reading,
so we cannot simply sagxtendingis an end-of-scale state incompatible with gradu-
ality. The dynamic temporal predicate is compatible vgthdually, while its spatial
analogue, if there is one, is not. Why?



This is particularly troubling because of the following gealization: The ad-
verb gradually seems to always be compatible with clear degree achievemenl
gradually, warm gradually, rise gradually, lengthen gradly, enlarge graduallyand
so on. In the case afidenwe have seen this generalization extend in to the domain
of spatial aspect. This can be captured simply by sayinggtaatually combines with
any verb whose denotation is defined in terms ofif@REASE operator. If you can in-
crease in X-ness, then you can gradually increase in X-he$sis distinguish between
increase along the spatial dimension, denoting the opemtREASEs, and increase
along the temporal dimensiomCREASEr. Graduality with event readings seems to be
a point in favor of an analysis of the event readingiMi@arREASET; however, the absence
of graduality with extent readings seems to weigh heavibirag} any analysis of extent
readings withextendvia INCREASEs.

Finally the semantic relation argument fails fattendandcoveras well. That
is, it is possible, semantically, to analyze both verbs & tbwn inchoatives. The
event reading oextendreally does meamindergo an increase (in time) in degree of
extendednesand the event reading abverreally does meanndergo an increase in
the degree of coverednes®n the other handyidenclearly doesnot have event and
extent readings relatable byCREASE

The semantic relation argument also fails for the path-stvapbcross the last
of the verbs in (1)crossreally does meaandergo an increase in the degree of crossing
This is demonstrated in some detail in Section 4. Howevee ddse of verlcross
diverges interestingly from thossover and extend because evidence for a spatially
dynamic predicate exists.

(24) a. The trail crossed the ridge in 20 wildly zigzaggindesi
b. Following the many bends of the river, the trail gradualigssed the valley.

Example (24a) accomplishment and activity tests, moduddiaipaxes, work focross
Example (24b) shows that the adveptaduallycombines withcrosson an extent read-
ing.

There is of course an analysis which will account ¢ower, extend andcross
uniformly. This is the account by aspect-changing operalt@ady sketched in (4) and
implemented in Jackendoff (1990). This account acknowdsdpe semantic relation
between event and extent readings, and says the event/axidiguities are simply
ordinary inchoative alternations. Using thecREASE operator of the HKL analysis
(rather than JackendoffisE COME operator), the analysis ektendwould be:

(25) Aspect Changing analysis

(a) Event:INCREASEr(extend-(e,fog)) = d
(b) Extent: extengd(fog)) = d

This account works foextendbecause the semantic relation argument failed for it: an
event reading really can be represented as an increasetial ggéension. It works for
coverandcrossfor the same reason.

However, if the aspect changing account is adoptedruss there is an interest-
ing consequence: ThECREASE operator must apply to a dynamic predicate, according
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to the tests in (24). This is not a contradiction, if one takestwo-dimensional seman-
tics seriously. Let us distinguish between a gradable ptggkat increases in time
(with INCREASEr as a component), and one that increases in space (WItREASEg
as a component). | assume thtREASEr cannot combine with temporally dynamic
properties, but there is no reason to assume the same faallgpdynamic properties.
What the argument aNCREASEr must be is a function that can sensibly take a value
at a point in time; and a dynamic spatial function is such afion. That is, it makes
sense to speak of the increase in crossing along a spatsabatia moment in time
and it makes sense to speak of that increase increasingdretwe separate moments
in time. | will spell out the details below, but the desiredrf@l property is clear: a
spatially dynamic eventuality function may still be temgldyr stative.

So much for the main prerequisite of of (25): Itis at leastaetically coherent.
But notice that even though English has lots of zero-ddowat(25) is still a strange
idea, at least as a proposal for a large class of English yeobsr, extend cross and all
the other path-shape verbs). Although there exist zerivatestative-inchoative pairs
like [Adj cool] and [V cool], apart from these event-extent alternations, it is alvihgs
case that the stative member of the pair is an adjective andyhamic member is a
verb. That is, apart from the event/extent ambiguities vegigting to explain, there are
no other instances of zero-derived inchoative pairs in wiioth members are verbs.
This is despite the fact that there are clearly stative deyie verbs in English, such
asweigh But weighcan not meartome to weigh moreit is not its own inchoative.
Another way to put this is as follows: Evert case of an Englistb that has both event
and state readings admits the kind of stative path phrasesjtialify it to be an extent
verb.

In what follows, then, | develop an underspecification asialjorwidenand an
aspect changing analysis for the other three verbs. Suatiagraises several question
about the motivatedness of obligatory spatial axes.

(26) a. There is some motivation for axes in the case of extertticates amenable
to the underspecification account. But are spatial axe$/readtivated for
any of the other predicates?

b. Why are the only English verbs that are their own incheatextent verbs?

c. The application ofNCREASEs is somewhat limited. It applies only in the
case of degree achievements. Is this a stipulation, or e @@ explanation
for the limited applicability of this operator?

The answers to these three questions are related. Verbsiputivves alike will
have eventuality functions as their denotations. Eveitjuflnctions can in turn be
divided into event functions and state functions, as we sék below. All adjectives
have state functions as their denotations and, as a defatllis have event functions as
their denotatons. However, the notions state and eventifunscare axis-relative. An
eventuality function can be two-dimensional, and this nséapan be a state function
with respect to the temporal axis and an event function wadpect to a spatial axis.
| will argue that this is the case faover, extendandcross Thus, the answer to the
first question in (26) is that understanding axis-relatigastraints on verbs is crucial
to understanding their aspectual nature. A potential answvéhe second question in
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(26) then opens up; the default denotation for an verb is amteunction. For most
verbs, this means they are not eligible to combine WithREASE to become their own
inchoatives. But, as just argued foss in the special case of two-dimensional verbs,
where a verb denotation can be a state function with respdang, it makes perfect
sense for it to combine wittiNCREASEr. Thus, given that the default verb is an event
function on some axis, the only verbs that can be their owhaatives are the verbs
with an extra spatial dimension, that is, extent verbs.

This still leaves the third question in (26). Is the resg&tttapplicability of
INCREASEg a stipulation? | will argue that there are significant caaistis on the ap-
plicability of INCREASEs based on axis orientation, and that these explain the absenc
of spatial dynamic readings derived lyCREASEg for cover, cross andextend In fact
these are the same constraints that help determine whetlexeatuality function is a
spatial state function or event function. In general, thisterce of spatially dynamic
readings will depend on axis orientation.

A few words on such axial constraints are in order, to set tages Whether
an axisa is spatial or temporal, let us call the kind of eventualitpdtion that can
felicitously-combine withNCREASE,, « state-functions Intuitively, for an eventuality
function f to be aa state-function, means that it is meaningful foto take values at
points ona. . A key claim of this paper is that whethégris an « state-function will
depend on how is oriented relative to the kind of change being measuree&mhis
spatial. As a consequence, predicates tikeerare o state-functions for some spatial
axes but not others. What is interesting is that the sameslohdxis-orientation con-
straints can be shown to apply to degree achievement véwdsvidenandlengthen
Thus, there is a good deal more unity to extent predicatesrthght be thought. What
really distinguishesvidenfrom coverandextendis the measure properties of their de-
fault spatial axes.

| will argue for two kinds of axis constraints.

(27) a. Whether spatially dynamic readings arise; for eXamwiden andlengthen
vary between nondynamic and dynamic spatial propertiesritiipg on the
orientation of the axis; and so canver.

b. Whether paths are incremental themes can depend on gasadion. If we
take path as incremental theme as diagnostic of motionpteans whether a
predicate is a motion predicate or not can depend on axistatien.

To illustrate these ideas, consider the contrast betwea) ghd (28b):

(28) (a) The cable widened 3 inches in the den.
(b) # The cable lengthened 3 inches in the den. [on exteningphd
(c) The skirt lengthened 3 inches in back.[Daniel Buring, p
(d) # The aperture widened from the edge of the door to sixeadieyond it.
[on extent reading]

4This means there is no explanation for wiigighisn't its own inchoative, since it is clearly stative,
too. Nor as we will see, is there any explanation for vitly is an adjective. So these become accidents
on the proposed account, but accidents that are marked cases
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before after

6In

Figure 1: Aperture widening in (28d)ix where X = S.

Example (a) has a an extent reading meariggcable was 3 inches wider in the den
than elsewhergbut example (b) does not have a corresponding extent rgagéaning
the cable was 3 inches longer in then den than elsewlhiem@ght be thought that this is
evidence thakengthenin contrast toviden is not axial, but in fact, example (c), which
has a felicitous extent reading, shows that this is not tise.ckBxample (d) shows that
we achieve the same effect witviden Example (d) has the event reading shown with
before and after pictures in Figure 1, where the dark cirgpgesents the aperture, and
the inner rectangle the door; like (b), (d) has no extentirgad~or example, it cannot
be used to describe the state depicted in the after-piatuFegure 1.

The description of the problem is this: For batidenandlengthen an extent
reading exploits two spatial axes, the axis along which teasurement takes pla¢he
measurement axigcall it X), and the axis along which the measurement vatiesaxis
of change(call it S). In the infelicitous examples, X = S. Example (28ban attempt
to use the canonical length axis of the cable for cable leftiyh axis perpendicular
to circular cross-sections of the cable) simultaneouslhasneasurement axis and as
the axis of change. This is infelicitous. Examples (28a) @&t) remedy the problem
because the measurement and change axes are independamipl€&28a) remedies
the problem by changing the measurement axis; example (28wdies the problem
because skirt length is measured on a vertical axis, andkie@bchange is a front-to-
back axis. Example (d) reintroduces the problem wittten The natural axis of change
is a horizontal radius of the circle, but this is also the agilable axis of measurement.

What | will call ameasure functioncan be defined in terms of a measurement
axis X and a context axis S:

(29) pux:Sx1—D

Here | is the set of individuals and D is the set of degrees@pjate for the measure-
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ment. Actually, | will argue below that there are other saftsneasure functions, but
(29) defines the appropropriate type for a measure funcsaible for extent readings.
The examples in (28) suggest that in such a function X and Shoglye the same. More
generally, they may not coincide or be parallel.

Thus, whether an extent reading is possiblelérgthendepends not just on
whether a spatial axis is available in context, but on théiqdar orientationof that
axis.

Now consider how axis orientation constraints might appls erb likecover.

(30) a. The leaves gradually covered the driveway.
b. The aneurysm grew as it approached the valve and gradusiéred it.

Although example (30a) has a perfectly acceptable evedirrgait has no extent read-
ing, as noted in (20); on the other hand, (30b) does seem wdraextent reading. This
is an extent reading witboverfor which the adverlgradualis felicitous. Over some
past onterval I, as the aneurysm grows closer to the valeeatieurysm expands, and
that expansion is gradual. An aneurysm is a bubble on a ldoyel lvessel; the axis
along which change happens is the axis of the blood vessas, Tie distinctive feature
of this example is that the change axis clearly lies outsidetane of the valve, because
it passes through the surface in which the valve is set. Nodefault uses ofover, the
only relevant spatial axis is that exploited by path phraged that axis lies in the plane
of the covered object (what I will call thground. This is illustrated in (31):

(31) Snow gradually covered the valley from the hut to thenriv(axis defined by
points along valley surface, event reading only)

In the case of (30), the axis clearly lies outside the plamkisroughly perpendicular to
it, making an extent reading possible. Interestingly, wivenadd path phrases to (30),
they must still describe features that lie in the plane ofvtilee:

(32) The aneurysm grew as it approached the valve and gigdoakered it from end
to end.

The only interpretation of the path phrasensm (one) end of the valve to the other
it cannot be interpreted as meaniingm (one) end of the aneurysm to the oth€hus,
it appears that for this example, rather exceptionally;gmsust be two distinct spatial
axes, the axis of change and the path axis.

In sum, orientation of the axis is a major factor: When thesafi change is
parallel to or in the plane of covering (and as a matter of ulefé is), examples with
graduallyare incompatible with extent readings. But when the corftaxes the axis

5The constraints being observed here on path phrases¥erare not unique to such exotic examples
and seem to follow form the figure-ground relations incogped into the verb. Thus, for example, the
path phrases can never locate something in terms of refepints on the figure. They must always be
reference points on the ground (thanks to Chris Barker fierekample):

(i) The flag covered the pillow from the 5th stripe to the 13tipe. [# if the stripes are on
the flag.]

This, then, is another reason to suppose that the path phsétbecoverare lexically selected.
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to be normal to the plane of covering, as in (b), gradualigospatible with the extent
reading.

Axis orientation has another kind of effect: It affects theerpretation of path-
phrases. Consider event readings of the sentences in (33):

(33) a. The ball rolled from the front of the table to the back.
b. The crack widened from the north tower to the gate.
c. The aperture widened from the edge of the door frame tansixes beyond
it.

It has been observed by a number of authors (especially D98¢ and Krifka
1998) that paths of motion verbs are incremental themexeSire will be discussing
other possibilities, | will call such pathscremental paths What this means for (33a)
is that the start of the path (the front of the table) coinsideth the ball at beginning
of the rolling event and that the end of the path (the back)ades with the the ball at
the end of the event. The path grows homomorphically witmevehis is not true for
the event reading of (b). The event of crack widening may ¢eddn any order as long
as at the end of the event the widened-portion of the cracnestfrom the north tower
to the gate. Thus, on the event reading of (b), in contragst thié extent reading, the
ordering implied byfrom andto has no truth-conditional effect. Conclusion: The path
is not an incremental theme. Note that there is in a litenaseanotion in both (a) and
(b), but in (b) the widening motion is orthogonal to the axishe path phrase. In other
words the direction of widening is roughly at right anglestiine connecting the tower
and the gate. In (b) the direction of motion roughly follows path axis.

In (c), however, the path once again is an incremental thérhes is precisely
the example we saw in (28d), which lacked an extent readioguse of axis orientation.
Note that in this case the direction of the axis along whiehwidth is increasing (the
path axis) coincides with the direction of measurementt igh¢he axis of measurement
isthe axis of change. This is in contrast to examples like (2&a)consequence relevant
here is that the widening motion travels along the path aXisis is the definition of
motion | will use throughout this paper: Motion is movemetdng the path axis.
Sentence (28d) exhibits this kind of movement, whereas idening motion in (28a)
does not. | will propose an account of path phrases in Se8tinrwhich this difference
in entailment correlates with the difference between im&etal and nonincremental
paths. This difference is axial in nature.

The plan for the rest of this paper is as follows.

(34) a. A definition of the notion of change along a spatialehsion, along with a
detailed demonstration of how aspectual aspectual unel@fgation works
(for widen) will be given in Section 2.1;
b. Some differences between the analysis here and the GHH&lsyanwill be
outlined and motivated in Section 2.2;
c. The extension of the account to cases tikgerandextendand the account
of axiality constraints will be given in Section 2.3.

5This matches the definition of motion in Talmy (1985).
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d. The account of path phrases will be given in Section 3;

e. A remaining difficulty is the case afoss(and the other path-shape verbs).
Nothing said thus far has offered any reason for wigsspasses our test for
being spatially dynamic, as in (24), asdverandextenddo not, as in (22)
and (23). The difference betweerosson the one hand, armbverandextend
on there, will be discussed in Section 4.

In general the motivation for the study of idiosyncratic pbmena in linguistics
is that they teach us about the underlying principles. Inbibst of cases idiosyncratic
phenomena are completely predictable from the interastairgeneral principles. In
more familiar circumstances, some stipulation is requiedaing with some adjustment
of our understanding of how the general principles work. sTl$8@ems be the case of
event-extent verbs. In the first place, this extension ohtlaehinery of temporal aspect
into the spatial domain teaches us something about basectasph notions like state
and dynamic gradable property, how they map into syntaetiegories like verb and
adjective, and how they interact with well-attested asjpbeinging operators likBe-
COME/INCREASE. In the second, in order for the basic generalizations toapeured,
they require the stipulation that certain kinds of lexidalsses exist, and key properties
of those classes may well be specific to English. For thisgaeepsome notion such as
the notion of a lexicaframe (Fillmore and Baker 2000) or a verb class (Levin 1993),
is needed. Once the class properties are stipulated, asef@ath-shape verbs, the rest
follows from general principles of aspect.

2 Basic analysis

In this section | lay out the basics of an analysis that usa8a@xes as axes of change,
yielding spatially dynamic readings, and formulate the &eial cosntraint on spatially
dynamic readingghe independence principle | will rely in large part on the treatment
of Gawron (2005), though there are significant changes todiezated. | illustrate with
the analysis ofviden

2.1 The basic analysis: Spatial axes

| will begin with the first assumption required in order to agnt for extent readings:
There is such a thing as change with respect to space.

Now what is required to make sense of such an idea? What isre€elgs the
concept of espatial axis an ordered set of co-linear points that can serve asxanof
change | further argue further that such axes that are indepehdsrdtivated for the
language of space, and they interact with extent readingsinhe way expected if they
are axes of change.

My starting assumption is that descriptions of change regwo ordered sets.
Consider (35):

(35) The boiling point of water drops 3 degrees Fahrenhdivéen sea level and
4000 feet.
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This example describes a change, a functional dependetwedealtitude and
boiling point that is independent of time. As the altitudergases the boiling point falls.
But in order for that description to make sense, altitudetbdse something that can
increase and boiling points something that can fall. Fometi change is the existence
of some correlation between two ordered domains, and chaitgeespect to time is a
special case of that.

Treating change with respect to space as another case dioiiaocchange thus
raises the following issue:

In what sense can space be thought of as an ordered domain?

An obvious answer is to organize space by means of axes, as wéldCarte-
sian coordinate systems. This is not the only possibility iblnas the attraction of
simplicity. The first step in accounting for change with resfto space, then, would be
the addition to the semantics of ais of changeinformally defined and exemplified
in (36):

(36) a. Anaxisis a set of elements with a well-ordering.
b. The Fahrenheit scale is an axis, and in (35) it is used agiamfchange to
measure change in boiling points.
c. Aline parallel to the face of the wall is the axis of changélb).

Adding contextually supplied spatial axes to the semamtmsld be a lot to swallow if
they existed merely to handle extent readings. Howevetjad@xes seem to be quite
well motivated by other phenomena; moreover, the sameatpats we need elsewhere
seem to be exploitable for extent readings. Consider (37&)3vb). Fong (1997) calls
thesediphasic locatives

(37) a. theroad (in)to Ukiah
b. the road out of Ukiah
c. The road into Ukiah widens 5 feet at the wall.
d. The road out of Ukiah narrows 5 feet at the mall.

Sentence (37a) describes a particular road as a path inathUki (b), the same road
may be a path out of Ukiah. Two perspectives are taken on the saad, differing in
some way that imposes directionality on how the road is veevi#®ng accounts for such
directionality by use of an oriented spatial axis. Spacelpdes a detailed consideration
of her account; two points are important. The first point &t tn axis is required. As
| did for the axes assumed for extent readings in Section 1ll kall this the context
axis The second point is that the directionality of Fong’s axieriacts directly with
extent readings. Sentence (37c) asserts that the roadis atithe mall increases in the
direction toward Ukiah, that is, in the same direction asgFoaxis points; (37d) asserts
that it decreases in the direction away from Ukiah, agairdthextion of the spatial axis.
We can account for this if we simply assume that the conteas &ax(37a) and (37b) are
identified with the axes of change.

A more familiar example arises in the case of projective psépns such as
behind, in front of, in back of, above, below, besiaiedahead of

(38) a. The futon is behind/beside the chair.
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b. The futon is behind the boulder.
c. The dress lengthens in back.

In (38a) the futon’s location can be describedbasindthe chair, which we will call
the ground because a chair is the kind of object that has a canonicél &ad front,
determining the direction of an axis from the front througlke back. | will call this
kind of context axis, in which the ground has a canonicalndagon that determines the
direction of the axisintrinsic, following Fillmore (1971), Tversky (1996). In (38b), the
boulder has no such canonical sides and some contextusdisntieed point (let us call
it a point of view) must determine the direction in which “loedl’ lies. What unifies
these examples with those in (37) is that directionality®lved, and this directional-
ity seems to be describable via an axis that goes throughrthund, Ukiah in (37), the
chair and boulder in (38). (38c), reproduced from the inticithn, shows that the direc-
tionality of projective PPs, like that of diphasic locatyénteracts with extent readings.
The direction in which the dress’s length must increase &t)& from the dress’s front
toward its back, that is, the same direction as its intrifreiot-to-back axis. In brief, the
context axis is identified with the axis of change.

| now turn to illustrating how these observations leads t@aalysis of event-
extent ambiguities, focusing on (1b) as the first exampleatithgoing on in the event
reading of (1b)? Widths may vary in time; and events of widgrin time are events in
which the width of the theme at the beginning of the evenediffrom the width at the
end. What is going on in the extent reading of (1b)?

The key idea of GHKL analysis is that (1b) exploits a contakfuprovided
spatial axis to measure out change. Thus, we find if we medsen@idth of the crack
moving up along that axis in the selected interval that mgseasing. What does it mean
to measure width “up along” a spatial axis? It means the pantthe axis are ordered
and as we moved in the “upward” direction on the axis, the ividtreases. What does
it mean to measure the width of an objectat a point” s on an axis? It means we
imagine a plane P perpendicular to the axis and measure ttk ofithe intersection of
P with z. This means that we can have a single measure function

(39) wideg(z, s, t) =d,

whered is the width ofxr as measured at positiaron a spatial axis, S and tinte
Note that the introduction of a contextually provided spladixis S is indepen-
dently motivated, this time very specifically by the semesof width:

(40) a. The cabinet is 6 feet wide.
b. The mountain is 6 miles wide

Here the cabinet has canonical orientation axes, with onallydavored for widths, but
the mountain does not. It must be context, “point of view'attbrients the axis. The
axis along which widths are measured, calledtifeasurement axisn the introduction,
must be perpendicular to the front-to-back axis in (1b)nglevhich widths may change.
The front-to-back axis is what | have been calling tomtext axis Canonically, the
context axis connects thegoto the figure, this analysis makes no explicit reference to
ego(or viewer).
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Motivated by examples like (40), | assume that every tokewidk exploits a
context axis S. Sentence (40b) may be then used to make thwiftg sort of claim:
the mountain has a certain width over some interval of cdragis S at a certain time
t. On the default interpretation of (40b), the relevant vt of S includes the entire
mountain. That is, (40b) is generally used with fairly inexstandards of precision to
ascribe an overall width to the mountain.

More restrictive types of claims can be made with sentendediing a temporal
or locative phrase:

(41) a. Theriver was 15 feet wide at 3’0’clock.
b. The mountain is 6 miles wide where the highway crossesiaver

Intuitively, what is going on is that these modifiers conistithe temporal and spatial
extent of the width state-of-affairs, and thus the inteoxar which the width is constant.
Figure 2 gives a picture of such a width measurement for themain in (41b). Part
(a) represents the mountain; (b) orients it with a conteig &and shows a sequence of
slices of the mountain defined by successive points alorigis; (c) shows the width
measurement for one slice, where the road crosses. Thefam@asurementis,.” The
kinds of temporal and spatial modifiers shown in (41) can vextyrally be handled as
properties of eventualities.

Thus, | will assume the semantics of a simple adjectival Gisgdeis:

(42) a. The crackis a half inch wide.
b. do|widest(0)=[.5in] A figure(o)=c]

Neither the adjective meaning fevide nor the verb meaning fowidenwill directly
make use of the measure function widmtroduced in (39), for reasons outlined in
Section 2.2. Rather the denotation of the adjective is asduim be a function from
eventualities to degrees likeidest in (42b). Very briefly, the eventuality function and
the measure function are related as follows:

(43) widest(o) = diff o is classifiable as a width eventuality and for alh S, all
TinT,
wide™ (figure(o), s, t) =d

The subscript T owides refers to the time axis and the subscript S to the spatial
context axis; $ refers to the axis restricted to the portion “in” the spatiface ofo,

and T, refers to the T axis restricted to the portion “in” the temgddrace ofo. The
definition requiress to be a width eventuality and the width of the figurecoto be

d for all spatial and temporal indices “ird. Thus,o is temporally brief enough and
spatially small enough so that the width of its figure is cansthroughout. The width

is homogeneoughroughout. | will call any eventuality function which impes such
brevity and smallness conditions on its eventualitiestade function, and | will have
more to say how adjectives are assigned such denotatiorxtins 2.2.

"Note that there are an infinite number of lines perpendidol& at the measurement point. So the
axis of measurement is further constrained by some corgkaticanonical factor; most usually it must
be horizontal.
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Figure 2: Widths and sliceg, is the axis of measurement for a width measurement at
apointon S.
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In the rest of this section we follow GHKL and extend the basialar adjective
analysis to degree achievement verbs, using the exampd)n (

(44)  The crack widened half an inch.

To begin with, here is a somewhat modified version of the axithi. use to
defineINCREASE®
INCREASE(wides 1)(e) = d
—>
Jo1, 09 [START(e, wides 1, 01) A END(e, wide®™ | o) A
WideST(O'l) = Widesj(O'Q) + d]

(45) Vd, e

A widening event is one that relates to two width states, tiithwstate at the event’s be-
ginning and the width state at the end, with the differencgidth measures], equaling
the width increase af:

increase(wides)(e) = d

The predicatesTART andeEND will be discussed and revised in Section 2.2. For
now, it suffices to note tha&TART(e, widest, o) is true only if:

(46) a.oCe;
b. START(0) = START(e)
c. figurgo) = figure(e)
d. width(c) (where width is a predicate dependentvaides  classifying width
eventualities).

The consequences fanD are symmetric. The principal effect of tlsgART andEND
requirements in (45), then, is to guarantee thaando, are starting and ending width
states ot. Since the states used bycREASE will be required to be homogeneous with
respect to the underlying measure function, it is not nergd® assume that there are
unique starting and ending states; heateRT andEND are not functions.

The revision required to admit extent readings is simply #k@INCREASE,
START, andeND all sensitive to what axis change is being measured on. Usfogthe
axis of change, whether temporal or spatial, we would reiS¢ as follows:

INCREASE, (Widest)(e) = d
—>
doy, 09 [START, (e, widesT, 01) A END, (e, widesT, 02) A
WideST(O'l) = Widesj(O'Q) + d]

(47) Vd, e

a , the axis theNCREASE operator exploits, is the axis of change. Whers spatial it
must be a contextually supplied axis, and the most salieati®the adjectival context
axis S, each index of which determines a cross-section dhtrae with a (potentially
different) width. When is temporal, we simply have the case of (47) again.

Generalizing thesTART and END relations to spatial as well temporal axes re-
quires defining the start/end of an event with respect t@ekind of axis. For example,
the definition of thestart of an event with respect to an axiss:

8The modifications will be defended in Section 2.2. Basicdligy have to do with assigning adjective
meanings an eventuality argument, which HKL do not do.
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(48) START,(e) = Min p

pEQe

whereq, is simply axisa restricted tce. Thus, the start and end efalong axisa are
the respective minima and maxima of the projection of e’istEmporal trace? (e),
ontoa . An event will thus have different starts and ends, dependmwhat axis is
used, and accordingly defines intervals on all relevant.axes

We have now said enough to address the case of (44). In terthe ¢éxical
entry forwiden | assume the following:

(49) [widen] = INCREASE, (widest) Wherea € {S, T}

Thus, the variable present in the lexical entry afidenis may be instantiated in one
of two ways:

(50) a. dJe [INCREASEs(widesT)(e) = [in 5] Afigurele)=c]|
b. e [INCREASEr(widest)(e) = [in 5] A figurele)=c]|

The extent reading of (44) is represented in (50a) as theelwdiS, the context axis for
wide as the axis of change subscriptincREASE, the event reading in (50b) as the
choice of T, time, as the axis of change. Accordingly | wiliter

widen, = INCREASE, (wides)

According to our revised version of (47), both readings exe if and only if the differ-
ence in the value of the width function between the start amtlad e as measured on
the axis of change is .5 inch.

As noted in the introduction, this analysis of the ambigoity44) makes no use
of an aspect-changing operator, such as the inchoativaigparsed in the analysis of
extent predicates in Jackendoff (1990), to distinguishr¢laelings. Essentially the same
meaning is claimed to yield both readings, the differenséieg in which axis is used
to instantiatex .

We have now mapped out a basic framework in which spatial eaese ex-
ploited as axes of change by dynamic predicates. The ptedwigen, is, as the
morphology of the verb indicates, inherently dynamic, botf the point of view of
temporal aspect it is aspectually underspecified. Thassislgfinition is consistent with
eventualities that are temporally states (in which the ireguchange happens along the
S-axis), or with eventualities that are temporally evemtsahich the required change
happens along the T axis).

A key feature of the account afide andwidenis that both denote functions
from eventualities to degrees, which | have been cakiventuality functions. The de-
notation ofwide measures the degree returned by some measure function taiidp
throughout the eventuality, while the denotation of wigeis an eventuality function
that returns the degree of change in the eventuality. Hena# the denotation ofvide
a state function and the denotationwaiflenan event functiofi. Having both state and
event functions be of a single type is what leaves the doan Gpean underspecification

91 will give a precise definition of state functions in Sectod.
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analysis of event and extent readings. Stative and dynamdtiqates are not fundamen-
tally different kinds of things, and shifts between stawvel dynamic readings depend
on something other than a shift in tyffe.

With some of the details of the account of state functionsdiih | now return
to the question of axial restrictions on predicates. Weregfih the facts in (28), which
established axial restrictions on extent readingsiodkenandlengthen

Our basic hypothesis about dynamic extent readings is fegt drise when a
context axis is exploited as an axis of change.

Let's begin by making clear that the phenomenon of interesfly arises inde-
pendently of dynamic readings, with adjectives:

(51) a. Theriveris 20 feet wide at the the ford.
b. The riveris 20 feet wide from Miller’s landing to the brielg

These examples are descriptions of states, but they presegpworld in which spatial
properties can meaningfully vary, and the context axis rstoicted so that it contains
points p such that width measurements can meaningfullyakess at p. Consider the
schematic representation of a river in Figure 3. The rivanigrregularly shaped object
with a salient length axis represented by the dotted linehdinges widths continuously
along that axis, so that it makes sense to speak of width measuts taken at various
points along the axis, indicated by the solid lines acrosgitrer. The indices of such
measurements can be described using locatipdrases as in (51a), or their persistence
and stability over an interval on the axis can be describetyysath phrases as in (51b).
| will refer to a context axis which can be used to locate sugasarements for state
descriptions as aaxis of referenceand | will use the two kinds of modifiers in (51) as
a diagnostic that a stative predicate can use a particuiaaaxan axis of reference.

Not every context axis can be used as an axis of references ddnsider the
case of the door aperture pictured in the after-part of Edurlf the aperture picture is
10 inches wide total, with 4 inches inside the door frame, @ibeyond it, we can not
say:

(52) The aperture was 4 inches wide at the door frame.

to assert that the portion of the aperture extending froncéiméer to the door frame was

4 inches wide. Similarly, if we refer to the cross-piece sapag a knife hilt from the
knife blade as @ross-guard we cannot say of a knife that has a 6 inch blade and a 4
inch hilt:

(53) The knife was 4 inches long at the cross-guard.

Both these infelicities can be described as failed atterptsse a context axis as an
axis of reference. In both cases the context-axis in questiincides with the axis of

measurement. As we saw in (28) the same restriction applehgtamic extent readings.
In stating the restriction I will use the following definitio

10Also measure functions may be related to dynamic everyualitctions without the need of inter-
vening state.
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Figure 3: A context axis that is also an axis of reference

Reference Axis

A reference axisis a context axis used for locating a measurement. It can
be either time (T) or a spatial context axis (S)

The key constraint on orientation can be stated as follows:
Independence Principle (IB)

For distance measurements, a reference axis must be irdkgeri the axis
of measurement; that is, it cannot be parallel to or coinuiile the axis of
measurement.

The descriptive generalization that dynamic readingsaglgn axis of reference
can be stated as follows:

The o Generalization

The«a axis used byNCREASE, must be a reference axis.

The restriction the IP imposes on the relation of the mnesaxis and erefernce axis is very close to
the condition two vectors must meet in ordr to be the base<8f geector space, They do not need to be
geometrically orthogonal. But they may not point in the salimection.
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The need to distinguish reference axes from other conteed arses because
there are legitimate context axes that are not reference agen (28d). Since (28d) has
only an event reading, the reference axis must be Time. Hwless, a spatial context
axis is still exploited by the path phrases. | will call a aaxitaxis that is not a reference
axis apath axis (because the salient function in this system of such axes mrfenting
paths).

How is thea Generalization and the Independence Principle to be cagbtut
turn first to the Independence Principle. | will argue thatgitwo natural assumptions
about measure functions, the IP falls out:

(54) a. When measuring along the measurement axis, the osbilge magnitude
for a distance measuremaetta pointis O.
b. Distance scales like length and width do not have 0Os.

Consider the two width measurements in (28). In (a) the ¢ablielth at any point along
its length axis has positive values; but what is the widtthefaperture in (d) at a point
3 inches from the center, measuring along a radius? Assam(@4a) says the only
magnitude a width can have measuring at a point on the widsh®f, and assumption
(54b) says there are no 0-magnitude widths on the width sceterefore, the width
measurement function will undefined at points on such axes.

Given these assumptions, we will see in Section 2.2 that tpeneralization fol-
lows from a very natural restriction aNCREASE, (f), that it apply only to eventuality
functionsf that are homogeneous along Basically, for any andd such that

fa (‘7>:d

the measure function underlyinfymust returnd for every point inc ,. In order to
do this, of coursef must be defined at every point en,, and that is only possible
whena is a reference axis. Thus thegeneralization is subsumed by the following
Homogeneity Principle (The Homogeneity Principle will dated more precisely in
Section 2.3.):

The Homogeneity Principl&

The INCREASE, can only apply to eventuality functions that are homoge-
neous alongy .

These considerations strongly suggest that the lack okacil for spatial dy-
namic readings foextendcan be acounted for by its axial properties. It is appareatt th
the orientation of path phrases is in the direction of mougraad measurent with event
and extent readings etend

2Gawron (2005) tries to derive the effects of axial constsaith a simpler cumulativity cponstraint
on the application ofNCREASE, . The problem with this approach is that it cannot distinjianonical
uses ofcoverfrom that use non canocial axes and have spatial dynamiegissuch as graduality.
Example (30b) is of this variety. Essentially, the approafdBawron (2005) rules out (30b). The approach
pursued here adopts the IP as a cosntraint on what it meaadtorction to take a valuat a point on a
spatial axis, then tries to derive all the rest from that. &mample, the Homogeneity Principle does the
necesssary work because the IP rules out having certaitidnsde homogeneous along certain axes.
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(55) a. His arm extended into the air.
b. The beam extended 15 feet past the column.

Thus, the verb has a strong preference for a context axicthiatides with the mea-
surement axis; therefore no homogeneous eventualityitmcan be defined and no
dynamic predicate can be derived UuSiINTREASEg; this leaves onlyiINCREASE; to
derive a dynamic predicate. Thus there is no reason to expadtally to combine
with extent readings foextend because there is no derived spatially dynamic version
of extend Similarly there is no reason for Vendlerian tests for a ayitgpredicates to
succeed along the spatial axfs.

It is possible to account for the restrictions ocoveralong the same lines, al-
though there are differences in detail. To begin with, itas clear what the notion axis
of measurement means when we are dealing with a 2-dimenhgeeal) measurement.
But it seems reasonable to suppose the following:

(56) a. When the context axis S lies parallel to or in the ptdicovered surface, the
only possible value the cover function could take pointis O.
b. The cover scale has no 0, so it is undefined for points ongedh.

Given the homogeneity principle, then, the non existen@ed#rived spatially dynamic
predicate follows?

Summarizing this section, we have laid out what it means ttegreeable predi-
cate to change along a spatial axes. We have sketched haoallgpatexed states work,
and how dynamic predicates might be derived from them,\fotig the lines of the orig-
inal HKL analysis. This illustrates the basic case of whas walled an underspecifica-
tion analysis in the introduction. There is one derived &t INCREASE, (wide,, 3),
which can describe change along either temporal or spated.aWe have also dis-
cussed some constraints on spatial axes that affect whattallp dynamic readings are
possible.

2.2 States

The analysis presented in the previous section makes usmctidns from eventuali-
ties to degrees. Informally, | have distinguished the fioms that enter into adjective

13This does not rule out the possibility that graduality migtise becausextends inherently spatially
dynamic (without the intervention oRiCREASEs). We will rule out this possibility in Section 4.
1t might be thought that the existence of extent-readingrelas such as

(i) A canvas covered the road at the cross walk.

provide evidence thatrosscan use a reference axis in the plane of the road, since thBMeseems to
be identifying a poinbnthe road, whose length axis ought to be ineligible as a reteraxis. However,
despite the use of aat- phrase, the fact that a measurable area (the area of thesg#iraolved shows
that this path-phrase still corresponds to an interval effttad, and is no different in kind than:

(ii) The canvas covered the road from one crosswalk to theroth

We are not here considering the case of examples like (30igrecoverin the occlusion sense uses a
non-default axis which is a reference axis. These will beeskkd in Section 2.3.
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denotations, calling therstate functions and the eventualities in their domain, notat-
ing themo, and calling thenstates Since the precursors of this analysis — Hay et al.
(1999) and Kennedy'’s analysis of adjective semantics occhwtiiat is based (Kennedy
1999a, Kennedy 1999b) — do not assume states; and since lieleasproposed that,
within an eventuality-based semantics, states shoulddresented as propositions that
make no reference to eventualities (Kratzer 2000), thigifesof the analysis needs to
be defended.

The first point to be made is that the original Hay et al. (192%3lysis has a
problem which the use of state-eventualities solves. @enshe original version of the
INCREASE axiom:

(57) INCREASE(f)(z)(e) = diff f(x,START(e)) +d = f(x,END(e))

Here f is an adjective denotation likeide, andiINCREASE( f) is being defined in order
to serve as the denotation of the vevllen Thus, part of the job of the definition is
to define what counts as a widening event. But look what theidiefi says when run
in the leftward direction: It says that any event that startd ends at the same time as
some course of widening counts as a widening event. So,@dagoto (57), if a fissure
in a glacier in New Zealand widens 3 inches)( it can also be truthfully said of an
event of sheep-shearing in Scotlamgl)( which starts and ends at the same time:

INCREASE(wide)(fissurg(es) = [inch 3]

While this may not seem an unwelcome result to those eageavie fewer events, it
will very quickly get us into truth-conditional trouble,\gn the standard Davidsonian
account of other adverbial modifiers. For example, on thi®awt it follows from the
facts of the glacier-fissure-widening, the simultaneoweepkshearing, and the fact that
the sheep-shearing is in Scotland, that a glacier-fissidtening event has happened in
Scotland, which as it happens has no glaciers.

Thus this definition does not succeed in integrating a n@mnality-based ac-
count of adjective denotations with an eventuality-basaxbant of the verb meanings
derived from them.

The fix proposed here, and presupposed in (47), is simplyaogd the deno-
tation of a degreeable adjective from what Hay et al. (1998ume it is, a function
from individuals and times to degrees (what | have beenngabimeasure function
to a function from eventualities to degrees (what | have bmsling aneventuality
function).

Measure function wider, t) = d
Eventuality function widegt(c) = d

In Section 1, | called the particular kind of eventuality étion used for adjective deno-
tations astate function. State functions are not intended as a replacement for meeasu
functions; both state functions and measure functions f@aweal properties relevant
to the main concerns of this paper and it is important to steeelationship between
them clearly. | now turn to this task.

A state function is really a hybrid of an event classifyingglicate and a measure
function, combining both kinds of ideas. The motivatiorattboth kinds of work need
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to be done. But it is important to note that event classificats really the prior idea.
The idea of a class of events as used in event semantics Ig aealuster of ideas.
Classified event types come with associated regulariteslly articulated as functions
on the eventuality type called roles. An eventuality fuowtis really just a role filled by
a degree. Thus, the idea of an eventuality function is natrowarsial if one embraces a
neo-Davidsonian event semantics. Whether one adopts antyi€analysis of events
or not, classifying an event as a motion event comes withdéa ithat there is a measure
function returning the distance covered. Thee easiesteim@htation of this idea in
Neo-Davidsonian event semantics is a role returning thamii®. The controversial
part of the proposal is that we extend eventualities andtduantions to adjectives. At
the same time, we want to keep measure functions in the pictur

Let us assume that measure functions are basic, but thatatesl classifying
certain eventualities as measuring eventualities of itekiads are also basic. We then
define state functions in termslodth via a family ofstate-function operatorshe sim-
plest operator is the one for one-dimensional adjectikesieavy which are evaluated
only along the time dimension. We define the state-functosrhéavyby applying the
operatorl" to the classificatory predicateeight true of all and only those eventuali-
ties that are height-eventualities, and the measure fumicgight . In other words, The
form of the definition is:

(58) heavy = [17(height, height)

T is the time axis, as before. The measure function weigeturns the weight of the
figure at a time.

The adjectives of interest in this paper are those thatduoice a spatial axis, like
wide. For such adjectives, we need a distinct operator,that makes reference to the
spatial axis. the form of the definitions with this operatdlf e:

(59) widesy = [1% T, (widthy s, distancg g)

Again widthis a predicate true of width eventualities. S and T are refsreand time
axes, as before. X is the axis of measurement. The measuwioiuidistance returns
the distance along X occupied by the slice of the figureatta timet, as shown in (60):
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(60)

The classificatory functiowidth will be responsible for guaranteeing that the measure-
ment axis X really is a width measurement axis. The contéokiim made by the kind
of definition of adjective denotations exemplified in (59)hat an adjective denotation
has two independent components, a classifying predicat@aaneasure function. This
idea would gain significantly in credibility if we could findstances where the two var-
ied independently. It does at least seem to be plausiblesiv @asses of adjectives that
share measure functions. For example, the measure furdistance is common to
various distance adjectives suchhagh, long, tall, short deep narrow, andwide and

it is primarily the relation of figure to axis that varies.

In addition, adjectives have selectional requirementsgssverbs do, and it is
reasonable to suppose that the predicate classifying asiérgs is responsible for im-
posing those requirements for both verbs and adjecti/@bus, just as the eventuality
predicate forfrightenselects whethesincerityis an appropriate argument for the expe-
riencer argument, the classificatory predicatetétirandhigh will determine whether a
mountain is an appropriate argument for the figure role.

When we turn from adjectives to verbs, the case for sepgrafassificatory
predicates from measure functions becomes even strongaravHand Levin (2002)
suggest that a single core verb meaning may be associatedigtiinct scales, adducing
examples from the domain sfirface contact verbssuch ascruh Consider scrubbing
a tub. There is one scale provided by the tub’s surface are@aaother by a scale of
cleanliness This, in part, is whgcrubhas such complex telicity conditions:

5possibly, as has often been suggested, selectional tiestsi@re best described by factoring their
effects intoroles But this fine point does not affect the general point beinglenhere. In that case
classifying predicates are responsible for role signatare roles are in turn responsible for selection
restrictions.
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(61) a. Lee scrubbed the entire tub for hours. (atelic; dieass)
b. Lee scrubbed the entire tub in minutes. (telic; may beaserairea)

The verbscruly then, would be an example of a verb with a single classifpirgglicate,
identifying events in which a certain kind of surface contiacgoing on, and distinct
measure function¥’

Similarly there are degree-achievement-like verbs thaigibly share measure
functions but differ only in selection restrictions or pigevent class properties. Ex-
amples would beexpandvs. grow (a single size function),se vs. ascend(a single
altitude function),climb vs. ascend(a single proportion-of-ground-climbed function),
polishvs. shinevs. wax(a single shinyness function). The argument back to adgxti
then, is: With eventuality classification required for bgdrbs and adjectives, we must
formulate the classifications in a way that allows the meafumction to be separated
out for both.

There seem to be two natural ways to defie ", (C, f), either as in (62a) or
as in (62b)t’

(62) (a.) One-place Eventuality functions
[05 T (Cx, s fx.s)(0) =d
iff
() Cxs(o); Classifiability
(i) VseS,, teT,fxs(figure(o), s, t) =d Homogeneity

(b.) Two-place eventuality functions
5T (Cx s fx s)(o)(i) =d
iff
(i) Cx s(o); Classifiability
(i) fx s(figure(o))(i) = d Homogeneity

16As far as | know, there are no clear cases of analagous adjsctidjectives with measure functions
that vary while the eventuality type is kept fixed.

YGiven that both the state-function and the measure-funetidgst in this analysis, one is in principle
free to use the measure function as the denotation of thetadieand reserve the state function as a
kind of intermediary step in the derivation of the verb meani For exampleiNCREASE could be an
operator on measure functions (as HKL have it), with the tattil argument of a classificatory predicate
on states. The challenge for this approach is to accountdidows adverbial modifiers common to the
adjective and verb:

(i) The road widened from X to V.
(ii) The road was 10 feet wide from X to Y.

| believe the account here naturally accommodates thesenakds clear the semantic differences and
similarities. There are also other kinds of adverbial medifiappropriate for the adjective, for example,
an unbelieveably deep canydhis not 2500 feet (the actual depth of the canyon) whichisalievable,
but the fact that this entity (the canyon) is that deep. Thightnof course be handled by treating-
believablyas a function from measure functions to measure functians bppears to work in exactly
the same way for verbShie canyon deepened unbelievabiyhus, the challenge is to give a uniform
analysis, while still maintaining that verbs and adjectidéfer in whether they use eventualities.
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Both alternatives assume states are eventualitiemssifiable by a state-predicate C
with afigurerole to which a measure-functigfg applies. In both alternatives, criterion
(i) amounts to the requirement thatis classifiable by some relevant state predicate
C as being a C-eventuality. In alternative (a), labeded-place eventuality functions
we eliminate the time and space indices of the measure mutith ahomogeneity
requirement, that is, by requiring that all indices in the tracerofeturn the same value.
In alternative (b), wendexthe eventuality functions by defining a two-place functién o
an eventuality and an index.

In this paper | have pursued one-place eventuality funsti@ontra Gawron
(2005), which adopts two-place eventuality functidhsUnder alternative (a), there
is a single denotation for the adjectivede that is a one-place function from states of
affairs to degrees.

WideST(O') =d

Under (b), there is a single underspecified rule licensingraterspecified functor that
has both spatially indexed functions and temporally inddactions in its extension.
That is we can have both (a) and (b)

(@) widgo)(t) =d
(b) wide(o)(s) =d

There are two reasons to favor one-place eventuality fansti

First, the analysis of Gawron (2005) is forced to assumeaimaparticularead-
ing for an extent adjectives is either temporally indexed otiafig indexed. Thus any
use of an adjective likevide denotes either a function from eventualities and spatial in
dices to degrees, presumably invoked in (63a), or a temgoralexed function from
eventualities and times to degrees, presumably invoke@3h)( The problem is what
to say about (63c):

(63) a. The river was 18 feet wide at three’o’clock.
b. The river was 18 feet wide at the ford.
c. The river was 18 feet wide at three'o’clock at the ford.

Is (63c) ambiguous, or is a third, doubly indexed measunetfan invoked? One-place
eventuality functions allow us to dispense with this distion. There is one function
taking an eventuality as its argument; that eventuality tHica state — has both spatial
and temporal extent, like most eventualities. This stategsiired to be “small enough”
so that all indices, temporal and spatial, return the sarhe\far the relevant measure
function.

The other argument for alternative (a) can be made by theiollg observation:
There are perfectly well-defined widening events for whict width of the figure is
undefined at both the beginning and end of the event. Con&dr

(64) a. The crackwidened 5 millimeters.
b. Assume that at the start of evencrack already has varying width.

18|n that respect, he follows Hay et al. (1999).
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For example, suppose that at timgar+, the crack is 1 centimeter wide at one end and
3 centimeters wide at the other. Suppose the crack widendlifneters everywhere. |
think (64a) is true in these circumstances. However, | digtktthe width of the crack
is undefined throughout When we say a crack is 1 centimeter wide at tim#hat is
shorthand for saying all the contextually relevant widthresi@ements of the crack come
to 1 centimeter (within current standards of precision).eéWthe relevant measurements
disagree by more than current standards of precision ath@xgrack has no well-defined
width.

What this example shows is that a two-place temporally indestate-function is
insufficient to handle all cases of event readings. For aienoess consider the version
of (47) used in Gawron (2005):

Jde [ increase(wide)(e) = d A
START(e) =t; A END(e) =ty Afigurele)=x]
—>
Jdoy, 03] START(01) = t1 A END(02) = ta A
figurg(oy) = figure(os) = = A
wide(oy)(t2) = wide(as)(ty) + d ]

(65) th t27 x, d

A glance at the two-place state functions on the right hade sihows that in order for a
widening event to be defined, the following starting and egditates must be defined:

Wide(O'l)(tQ)
Wide(O'Q)(t1>

And these are in turn defined so that the width of the entiredignust be defined at
timest; andts.

Clearly, the circumstances just considered for examplg $64w that this is
asking too much. Only the width gfarts of the figure need to be defined at the start
and end times, and the measures of some of these parts neéatktolwy the specified
amount.

Axiom (47) differs from (65) in that it assumes width-statieat can be arbitrar-
ily tailored to both subparts of the figure and to subintesedlitime, which allows states
small enough to be felicitous for examples like (62).

1°The very same example with a slightly amended set of facts suggests a refinement of (47).
Suppose that the crack in (64a) in fact underwent no chang#. aAn event reading of (64a) would
come out true, according to Axiom (47), because we could @mfhe measure of one part©ét the
beginning ofe with another 2-centimeter wider part at the en@.o€learly the measures being compared
at the start and end of the event need to belong to the sanse ph# following amendment fixes this by
introducing the idea of axial projection (Compare (Jackdht996), who introduces a similar notion for
somewhat different reasons).

INCREASE, (wide, g)(e) =d
—
do1, 02 [PROJECT (e, Wide, g, 01, 02) A
wide, s (o1) = wide, g (02) +d]

vd, e

Here PROJECTSelects starting and ending width states, as before, withatiditional requirement that
their spatial coordinates be the same, that is, that thep@paints of a projection through time of a part
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In this section, | have argued for the introduction of stamés the semantics of
adjectives, a move which is critical to the particular as&yf degree achievements |
have adopted. We have also filled in some of the details foatiaysis ofwide and
widen For the cases discussed thus far, we have the followingneict

(66) widest A state function homogeneous on both S and
T. S can be a reference axis.

INCREASE, (widest) | A dynamic predicate underspecified for its
axis of change. When is T, accounts for
event readings ofviden Whena is a refer-
ence axis S, accounts for extent readings.

Left out of the discussion thus far is the possibility of exdes like (28d), in
which the axis is not a reference axis, and an extent readliinggpossible. In the follow-
ing sections, we flesh out the details for other extent pegdgcand non-canonical uses
of widenlike that in (28d).

2.3 Extend and cover

We next discuss the extension of the analysis sketched itio§ez1 and 2.2 to the
cases okextendandcover.

We will follow the method used witlvide That is, a state function will be de-
fined in terms of an underlying measure function. Howeverstate operatdrs T, will
not be suitable for defining the state function éotend Consider the the homogeneity
requirementI> T, imposes on its measure functign

(67) VteT,, seS,fxslfigureo),t,s) =d

The path phrases we find wittxtendshow that it lexically selects a context axis S
that points in the direction of the axis of measurement X. ey, we have explained
a number of constraints on extent readings with the assomfiat distance measure
functions cannot take a value at a point on an axis that isit@tkein the same direction
as the measurement. Therefore, for evepn such an S, such afis undefined, and
the above homogeneity requirement cannot be met. How theroteed withexten®

of the event.
PROJECT, (e, wideS, o1, o) iff
(@) o1,02C ¢
(b) START,(01) = START,(e);
(c) END,(02) = END,(e);
(d) figureglo) = figuree);
€ fBo = Bors

This largely tracks the definition of th&TART andEND relations in (47). The innovation is clause (e).
Whena = T, this makes § = S,,, which means start and end statgsandos return measures of the
same part of the figure. When= S, this makes the start and end states have the same termpoeal t
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In fact, the ground assumptions about distance measurs@enyg a non-reference
axis, spelled out in (54), preclude only positive valaés pointon the axis. Measure-
ment along the measurement axis is still possible oveniater Thus, the solution is to
begin with a measure function defined on spatial intervals.

(68) extend :1xSIxT—D
(SL’, [807 81]7 t) = sparg(patfg(x, [507 81]7 t))

Here the domain and range are as follows:

|  the set of individuals

S| the set of intervals spatial axis S
T the set of times

D the set of distances

The properties of the function pathwill be discussed in the next section. What

pattg (z, [s1, s2], t)

returns is the spatial region entityoccupies at time for the spatial interval between
ands, in other words, the portion of lying betweens; ands,. sparg in turn measures
the distance of this spatial region along S. In sum the definih (68) says that

extend (z, [so, 51, t)

returns the length (at timg@ of = for the portion ofz lying betweens; andss,.
Then the result we want for the state functioreafendis:

(69) extend(c) =d onlyif
Vtjextend (figure(o), [STARTs(o), ENDs(0)], t) = d]

Rather than universally quantifying over both spatial ideand temporal index as
wides t does, the definition oéxteno? quantifies only ovet.

Of course, the definition in (69) cannot be achieved usingaipeused to define
the state function fowides 1, because of the homogeneity condition in (67). Téxtend
will be defined via a new operator notated",:

(70) %", (C, fs)(0) =d
iff
@ C(o); Classifiability
(i) VYt e T,fs(figure(o), [STARTs(0), ENDs(0)], t) = d Temporal
Homogeneity

The intuition here is thatpS",is used for any measure function that is irreducibly
a function of spatial intervals. Instead of quantifying pgpatial indices, what this
definition does is use an interval on S to construct a degleeatperty of an eventuality
defined on that interval.
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The notational generalization is thaf'is used when indices are universally
guantified over, becausgeé is reminiscent of modal operatar, used when worlds are
universally quantified over. On the other hand, the compbrgs used when the
indices of axisy are “summed” into an interval.

Using this operator, the official definition of the eventtyafunction forextend
is:

(71) extend? = @SH", (extending, extend s)

Here extendingis the classifying predicate for extending eventualitied axtend is
the distance-based measure function defined in the presemi®on.

Summarizing, theJS T operator used fowide produces eventuality functions
that are homogeneous along both axes S and Tpythe ,operator produces eventuality
functions that are homogeneous along axis T, but not alomg $xI will call such
eventuality functionslimorphic.

Eventuality functions defined via the tle[1" ,operator arglimorphic in
that their axial degreeable extent properties that are gemeous along the
time axis but not along their spatial axis.

Only the axes on which an eventuality function is homogesewa subscripted. Thus,
the difference in subscripting betweeuteno‘? andwidegt reflects the difference in
their homogeneity constraints. It is now possible to beiek@bout what distinguishes
state functions from eventuality functions. The notiontestanction is axis-relative.
All state functions of axigx are homogeneous along. It is a generalization about
adjectives that they are all homogeneous along the tempaisil but, it appears that
there are dimorphic adjectives. The paradigm examplédglligthe fullness of a flask
cannot be measured at any point along the depth axis, fdrealdme reasons given for
covel. Other candidates would include shape adjectieegsular, oval, square jagged
(deverbal?); pattern identifierqaisley polka-dotted(deverbal?)flecked(deverbal?),
and so on. Although all clearly describe “global” spatiabperties hard to define at
a point on an axis, the axiality of all these adjectives isstjo@able. | would assume
dimorphism is marked for adjectives.

The functionextend? as defined in (71) is temporally homogeneous and thus
only accounts for extent readings of the verb. As indicatettié introduction, the event
readings foextendwill be derived using the operattMCREASE

extend-event’ = INCREASEr(extendk)

The new eventuality functiomxtend-event ', is homogeneous along neither axis.
The descriptive fact to capture abaxtendis that it has no derived spatial dy-
namic version. That iSNCREASEs does not combine witextend?:

(72) *INCREASEg(extend?)

At this point, it is possible to be explicit about why not. Wapgose the following
constraint:
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(73) Homogeneity Constraint
*INCREASE,, ... f* ...

The intuition is quite simpleINCREASE, should combine only with eventuality func-
tions that are homogeneous along and superscripted axes are those for which the
function is not homogeneous. Intuitively, this is becawserREASE, should combine
only with o -states, and homogeneity is diagnostic of states. So mucbnisistent
with nearly everyone’s pictures of states. The Homogen@dwstraint will have two
practical effects. First, of all, we make no type theoretstidctions between state func-
tions likewides r and event functions likeNCREASEr(wides 1); both are functions from
eventualities to degrees. The Homogeneity Principle wévpntiINCREASE from ap-
plying to dynamic predicates likegidens (= INCREASEr(wides 1)), because they are not
homogeneous along T. As desired &xtend it will also block application to eventuality
functions defined for a non-referential spatial axis, biog72).

This leaves us with the following picture fextend

(74)  [-Dynamig | [+Dynamid
extend? ‘ INCREASET (extend?)

By way of contrast withextend we consider the case abver There are a
number of possibilities for the range of the measure fundo cover, among them area
measures, regions of space, and real numbers between 0 Aad bappens the choice
between these will not matter for the arguments being made bat, for concreteness,
we will choose the last possibility, defining the range asmaettisionless ratio between
two areas, the area covered (the entire range of surfacaatdigtween two participants
x andy), and the area that could be covered (the surface area afipartty over some
interval of an axis S):

covegg: | xSIxT— (0, 1]
Area(ON/OVERR(z, v, t))
(1'7 Y, [507 51]7 t) = Area(SURFACE(yFi [sfsl}))

There is an extra spatial axis, R, in this definition which eeded for the occlusion
sense otover (which uses the spatial relatia@vEeR in place ofoN). | return to this
sense and the additional axis below. For now, the main axistefest is S. Focover,
as forextendthe measure function is defined for intervals on S; as watrer, this leads
to a state-function that is temporally, but not spatiallyfogeneous.

The main difference in the derivation of the two state fumrsiis that the mea-
sure function forcovertakes an extra argument, tgeound This requires an operator
like the one forextend except that it accommodates the extra participant.

BT, 4(Cs, fo)(y)(o) =d
iff

() Cs(o);
(i) Vvt e T,fs(figure(o), groundo), [STARTs(0), ENDs(0)], t) = d

The idea is that a denotation likevers is really of a different type than ordinary even-
tuality functions likeextend: It is a function from individuals to eventuality functions
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Figure 4: Driveway with varying leaf cover

In effect each ground defines a different scaling of the nreasibeing assigned to the
figure2°
So we can rewrite the definition abver; as:

(75) rcover(y)(o)=d iff @®°17,,(coveringg, covergg)(y)(o) =d

Here the extra axis R has simply been notated as a prefix, $iisceeither a homoge-
neous spatial axis like that @fide, nor a path axis like S. For readability, we wil ignore
it, except where needed.

Some examples of covering measurements are given in Figuvbidh shows
(rather schematically) a covering measurement at lineand x; for a driveway with
varying leaf cover. If is the the leaves, andlis the driveway, and is the time of the
picture in Figure 4,

COVEI’gSMO(d, L, [NO? /~L1]7

returns the ratio of the area of the shaded trapezoid betweand,:; to the area of the
entire rectangle between, and;. If eventualitye “starts” (according to axis S) at the
base of the driveway (bottom of figure) and ends at an arliframt calledenDs(e),
the cover-measurement feris ratio of the area of the shaded region to the area of the
entire rectangle beginning arARTs(e) and ending a&NDg(e).

As with extend the event readings faoverwill be derived viaINCREASE. To
satisfy the type requirements BfCREASE,, , the ground argument must be fed in first:

cover-evenP’ = INCREASE o cover;

Therefore,
cover-event' (y)(o) = INCREASEr(coverR(y)) (o)

With coverthere is, however, a wrinkle that does not arise dgtend With
the right axis, as we saw in (30b), in the introducticnyermay have have spatially
dynamic readings with graduality. There are two possib®ants. First, in addition to
a predicate defined witSH",, there might be another defined wiit® 7., the same

20Thus, the treatment gfroundhere is consistent with intuition of Dowty (1991) that thegnd is the
incremental theme, and that of Tenny (1994) that it “measatg” the event. The metaphor is quite close
to Tenny's, since the ground literally defines the scale.
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operator used fowide That is, using R for the reference axis in (30b), we wouldehav
(76):

(76) coverrt = ®RT, ,(covering, coveg)

However, we saw in (32), repeated here, that path phrasescaser, even in
spatially dynamic cases, needed to exploit an axis in theepdé the ground’s surface.

(77) The aneurysm grew as it approached the valve and gigdo&kered it from end
to end.

The phraseend to endnust refer to ends of the valve. This suggests that the lixica
preferred ground-surface axis is not being overruled is éxample. Rather, what we
have is:

(78) INCREASER o rCOVEr

Note that this is not a violation of the homogeneity constréiecause R and S are
different. Rather, what is odd here is tlh@CREASER is not using the predicate’s context
axis S.

One may well ask why such a novel axis is possible. The ansyébelieve,
that this is the same axis R introduced by the occlusion sehsever Because the
spatial relation between the figure and groun®v&R rather tharoN, a line-of-sight
axis determining the line centering the figure over the gdobecomes available. As a
default perhaps, that axis is a vertical axise(clouds covered the cjtybut it needn’t
be:

(79) From these seats, the center column covers almost #heofight half of the
stage.

What happens in (30b) is that the amount of coverage is siagdfiped by a projection
of the figure onto the ground along the line of site R; becafifi@i®y coverage can vary
along the axis and it becomes an axis of reference, usableassaof change.

Then, the full picture foroverlooks like this:

(80) [-Dynamid [+Dynamid
RCOVER  INCREASER o rCOVEI?, INCREASET 0 RCOVER

3 Paths and extent readings

We noted in Section 1 that extent predicates co-occur with-phrases. In fact, path
phrases with stative non-motion readings were used to defireat predicates.

As noted in Section 2.1, two kinds of path-phrases co-ocdilr event readings
of extent verbs, those that are incremental themes (in theesef Dowty 1991) and
those that are not:

(81) (a) Incremental paths: The truth conditions requied the path covered grow
homomaorphically with the event, with the location identifign the from
phrase overlapped at the beginning of the event, and thédaddentified
in theto-phrase overlapped at the end. Incremental paths entaibmot
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(b) non-incremental paths. These paths occur when smarteof the theme is
involved in the event, typically with themes large enoughtfeeir parts to
change in different ways.

The descriptive differences are illustrated in (82). Thaiegs of interest in all
cases are event readings:

(82) Incrementality

[+ Incr.] | (&) | A storm front crossed from Prescott to the border.
(b) | The fog extended from the pier to the point.
[- Incr.] | (c) | The crack widened from the tower to the north gate.
(d) | Fog covered the peninsula from the pier to the point

First, for the cases marked [- Ingrthe paths are not necessarily incremental themes.
For example, in (d) the fog’s progress may be in any order ag ks in the end a
span between pier and point is covered. Second, for the mayemental case there
is no movement entailed. There is no sense in which the cratikeofog in (c) and

(d) have to change location. The crack may appear everyveheng the indicated path
simultaneously, as long as itis widening. The fog, as itroftees, may simply condense
in place, thickening over the course of the event.

In contrast, the [+ Incr ] versions of (82) do entail motiornelregion described
by thefrom phrase must overlap with the figure at the beginning of th@tewnd the
region described by th-phrase at the end.

This sets up us two major questions about the distributigratti phrases:

(83) a. What set of predicates selects for path phrases?
b. Among those, what determines the choice between incrainand non-
incremental paths?

We will account for the two kinds of path-phrases by positingt path phrases
are axially underpsecified in a way that parallels the axidiguity of extent predicates
like widen That is, there will beemporally indexed pathsthat track the location of a
figure over time and capture incremental readings, and thiéirbe spatially indexed
paths that track the location of parts of a figure over space. Tealfyoindexed paths
will be welcomed by environments that entail motion, whipasally indexed paths will
be incompatible with such entailments. Thus, the temppnatlexed paths will account
for incremental paths, and the spatially indexed pathsdorincremental paths.

We begin by defining an operatpath which, for each appropriate event, will
return the eventuality function that tracks the locationh& event'digure with respect
to either space or time.

3.1 Path operator and events

| will write
path(e)
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to denote the path associated with everit e is an event of the appropriate typle.
| model paths as functions, though everything assumed loerid be reworked
for other models of paths, including paths as primitivesigdntology. suitably axioma-
tized as in Krifka (1998). Obviously, the appeal of takingttoad is that the parallelism
between underspecified eventuality functions likde>" and underspecified path func-
tions is strengthened.
path(e) =7

| usen here for a function from times to locations of the figuree&f Normally if the
location of the figure o¢ at timet is [, | simply write:

(84) path;(e)(t) =1.

The key property of path functions for our purposes is thay thre always de-
fined relative to an axis. Thus (84) is a temporally indexeti pahile

(85) pathg(e)(s) =1

is a spatially indexed path. The expression in (85) alsameta location of the figure,
but a location restricted to that slice of the figure thatrsgets the plane through axis
S ats. A more explicit version of the definitions of the two path ogters is given
in the Appendix B. The key point is that both are defined in whan eventuality
independenpathg function, parallel to the way eventuality functions for ectjves are
defined in terms of eventuality-independent measure fansti

(@) pathi(e)(t) =1 path (figure(e), [STARTs(e), ENDs(e)],t) = [
(b) pathg(e)(s) =1 Vit e T.path (figurele), s, t) =1

The definitions are asymmetric: (path(e)(t) is defined to given the location of the
figure over an interval on S at a timg(b) pathg(c)(s) is defined only when the same lo-
cation is occupied by each slice for the entire duration dfhus,pathg is homogeneous
for time in a way analogous to the waydes 1 was. This will make it incompatible with
motion along axis S. On the other hapath; is notincompatible with stasis. The effect
of this asymmetry is the following. Axial predicates willset for path indiscriminately,
not choosing betweepathg andpath3. When motion is entailegathg will be ruled
out. This will makepath3 the only possibility. When motion is not entailed, biithg
andpath3 will be possible; | will argue that this is harmless.

A few remarks on the partiality of path functions are in ord&or any path
function, whether temporal or spatial, The domain is that set of gantthe relevant
axis o that fall within e:23

path  (e) =m onlyif 7 :[START, (e), END, (¢)] — Locations

211 assume event classification predicatesvikéthin (59) are sortal predicates true of events belonging
to event sortsand that these sorts have role signatures. Among othersthatb is a role appropriate for
eventualities of a certain sort.

22This is the kind of path function assumed in Verkuyl (1978) &rkuyl (1993).

23See the appendix for the full definitions of temporal andispptth functions. Here

[STARTr(e), ENDt(€)]

is another way of notating what | have been writing T
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Thus, there are many path functions for any given eventesponding to the starts and
ends determined by each axis through it. Crucially the daroéithe path functioon
corresponds to the boundaries of the event along the rdlex&) Thus, path phrases
(which denote properties of path functions) constrain oset {he direction of an axis,
but also the boundaries of events, the starts and ends aiibrey e&2mporal or spatial
axes.

In Section 1, | defined an axial predicate as one that sel@ctédphrases. | will
formalize this definition with the followingath-Axis Principle (PAP):

Path-Axis Principle (PAP)

All and only only axial verbs, adjectives, and prepositions
have the rolepath,, in their role signature. It also follows
that all and only such predicates have the faarein their
signature.

Technically the PAP follows from the definition of the patHeran (104a) in the ap-
pendix. The essential idea is that path selection and gxelé the same. Path phrases
are the primary linguistic device for orienting axes; ani@ th what explains their cor-
relation with event-extent readings.

3.2 Paths and their distribution

In this section we illustrate how temporally and spatiatigexed paths (TIPs and SIPs)
account for incremental and non-incremental paths reséct We begin with the
guestion of how the definition of path interacts with the geat ofwideandwiden

First, as noted in Section 2.1, paths occur with the adjegtideas well as with
the degree achievement verb, indicating that an axis igleiploited by both:

(86) a. The canyon was six feet wide from the North Etaithe trail head
b. The canyon widened six feet from the North Emalthe trail head

Sentence (a) asserts the existence of a width state at s@tEpawhose minimum on
the S-axis overlapped (the North End) and whose maximum on the S-axis overlapped
t (the trail head), and whose measure value for wide is 6 fealjiguous sentence (b)
asserts either the existence of a widening state over the spatial span or the existence
of a widening event over some temporal span, but over tha¢ Sp@tial span.

| will now show by working through this pair of examples thag truth-conditions
of spatially and temporally indexed path operators accéamtncremental and non-
incremental path phrases. | assume the semantics of (86a(j8&b) are something
along the lines of (87):

(87) a.do|widest(o)=[6ft] Afigure(o)=c A [n: h] o pathg(o)]
b. J0[INCREASE, (widest)(0)=[6ft] Afigure(c)=c A [n : h] o pathg(o)]

Consider (a). This semantics assumes h| is a property true of those paths whose
minimum overlaps: (the north end) and whose maximum overlap@he trail head).
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Since this path is a path along axis S, the minima and maxirti®g&/on axis S. Since
the path boundaries and event boundaries coincide on Srtads an event bounded
in such a way as to include only the parts of the canyon faliatyveen those points,
and since the width measure in (a) along S is homogeneous\ghsure along all those
points must be 6 feet. Similarly, at anyn T,, the width measure must be 6 feet; and
for any such,

pathg (figure(c), START(0), t)

overlaps the north end of the trail.

Next consider (b), which is an underspecified semantics étin the event and
extent readings. The path phrase for both readings usegpdlialsaxis S. On the event
reading, what this means is that the start and end of the ed@mg S satisfy the con-
straints imposed by the path phrases, just as they do witktaéibe in (a). Taken together
with the truth conditions fowiden this means the extent of the figure between the start
and end of S must undergo widening, and the increase in wid#t be in the direction
of S. Thus the width must be narrower at the north end and veit#re trail head end.
Although S imposes corresponding spatial orderings on itteetibn of widening and
on the North gate and tower, there is no ordering imposedatethporal progression of
the widening. Thus, the semantics in (87b) captures two rlapbone important facts
discussed in Section 1. First, the path phrase on the evadingeis not incremental.
Second, the widening must be compatible with the directitynaf axis S.

The Path Axis Principle guarantees thatle andwidenselect forpath. Thus
nothing rules out readings for (87) which usath3. What this predicts is the possi-
bility of an incremental path reading for (b), that is, a riegdon which the widening
temporally progresses from the north end to the trail hedds fleading is difficult to
establish since its truth conditions are strictly strontipan the non incremental read-
ing discussed above, but the possibility of such seems tadragied whergradually
is added. In other words, the widening itself may be gradwathe progression from
north end to trail head may be.

Consider again (1a), repeated here. The proposed semiantgdent and event
readings are given in (b) and (c):

(88) a. The fog extended (from the pier to the point).
b. Jo[extend? (o) =MAX , A figure(c) = f A [pier: point o pathg(o)]
C. Je[INCREASEr(extend?)(e) = MAX  Afigure(e) = f A[pier: poinfopathy(e)]

Note that the extent reading in depicted in (b) uses a spatinlexed path, while the
event-reading depicted in (c) uses a temporally-indexéldl gccording to the seman-
tics in (b) and (c), the alternation between event and exeatiings obextendcorrelates
with the use of temporally-indexed and spatially indexeithpa

The extent reading in (b) works exactly as the extent readfngide did. The
path of the figure must begin at the pier and end at the point andbits extent measure
must be consistent. Agajpath3 is possible, and again, this is harmless, because the
homogeneity condition oaxtend? precludes motion.

The semantics in (c) gives the event reading with the increaheeading for
the path phrase. Truth-conditionally, this works as foBoWw heINCREASE; operator
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guarantees there has been been a positive increase in wregtthe course of timé'
Sincee extends in the direction of the increasing length, motianglS is entailed.
Thereforepathg is precluded; onlpath? works, andpaths requires that at the temporal
start ofe the path of the figure must overlap the pier, at the tempoig| tiie point. This
is the incremental reading.

The distributional question of where incremental pathsiot@s now been an-
swered. They occur if motion is entailed, but not only if. Tdssumptions necessary to
the account are collected in (89):

(89) a. The Path Axis Principle (PAP), allowing TIPs and SHPthe role signatures
of all axial predicates (includingide/widen, extend
b. pathg is homogeneous for time the wayidest was. This will make it in-
compatible with motion along axis S.

The upshot of these assumptions is that incremental paths denotion is entailed?

Such an account says that the reasonREASEr(extend) takes incremental
paths andNCREASEr(widest) does not is not a matter of role signature but of en-
tailment;INCREASEr(extend?) andINCREASEr(wides ) have the same role signature;
however, because of the definition of the measure functishenINCREASE; is added
to extend?, the result entails motion along the path axis, and wWNeREASE; is added
to wides, it does not. This rendensiCREASE(extend?) semantically incompatible
with SIPs.

Meanwhile, neitheextend? norwides r entail motion along the path axis. There-
fore, both are semantically compatible with SIPs (and THwaell, in a harmless fash-
ion).

The chief benefit of an entailment-based account are the¢duants for variation
in motion entailments (and therefore, incrementality ahgawith a single predicate.
For example, there do exist cases in whiakdenentails motion along the path axis, as
we saw in example (33), discussed in the introduction aneatepl here:

(90) The aperture widened from the edge of the door framextmehes beyond it.

24This would seem to leave the following loophole as far as thghtconditions of extending go. The
given truth conditions could be satisfied by an object thetéases in length while vacating its starting
position at the pier and ending up at the point. This of cowmeald not be extending. But the requirement
that the degree of extending biax . precludes this. Telicity in the HKL analysis is acheived bgigning
bounded quantities to degree arguments; such boundedtipgate lexically specific. In this caseax .
is the max value the extending function can have for an evieattentENDs — STARTs on axis S, which,
since extent measures distance along that axis, is exagthg — STARTs. Therefore the figure must
extend along S by an amount equal to the size,dhus overlapping the north end and trailhead. The
appendix gives a more detailed discussion of interval Sirespatial axes.

25Within distance measures, distinguish between gap mes@hemeasure of distance of the gap be-
tween two points) and extent measures (the measure of trendion of the figure along some axis), Then
predicates that involve gap measures cannot have extatibhgsapathg gives locations of an extended
figure). This would be one way to account for why a verb liketle has no extent readings:

(i) Clouds hurtled across the sky.

Sentence (i) seems to have no spreading motion readingnmesrtal motion would be predicted by using
INCREASEr with a gap measure; and that would preclude an extent readthds, henINCREASEr was
omitted.
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This example has two properties of interest. First, it hasxtent reading. Second, the
axis selected by the path phrase coincides with the axis aorement. Such an axis is
not a reference axis, and therefore not usablNBREASEs as an axis of change. This,
then, accounts for the lack of an extent reading.

But to account for the event reading in (90), we need to asshere is a stative
predicate defined for an axis pointing in the direction of @nohg whichiINCREASEr
can operate on. Using P for this non-reference path axis @nithé measure axis, we
have:

widel = &L, (widthep, distancesp)

This is an alternative denotation for the adjective, defingidg®[1",, the same oper-
atorextenadused.

This leads to the following complete picture ferden/widenusing S for refer-
ence axes and P for path axes:

(91) [-Dynamig | [+Dynamig
widest, widel | INCREASE, (widest), INCREASEr(wide])

Using P as the axis for (90) then accounts for our first prgpafrinterest, the fact that
there is no extent reading, If we compare this full picturéwine full picture forcover
given in (80), we see they are very similar. The differendsvbencoverandwidenis a
matter of which kinds of axes function as defaults for bottbge

The other property of interest in (90) is that it does in fatiad motion in the
relevant sense: Since the increase in width must be an seiaaneasurement along
P there must be motion in the direction of P. This mak&denin (90) incompatible
with SIPs and compatible with TIPs. On the other hand the fisgdenin (1b) does
not entail motion. The context axis used there does not @®neith the direction of
measurement; therefore, an extent reading is possiblegw on the event reading,
SIPs are possible.

Summarizing, in this section we have laid out the interarctibthe core analysis
with the distribution of path phrases. All and only axial ¢hicates allow path phrases.
Path phrases divide up into spatially indexed and tempoiradlexed path phrases, with
motion entailments deciding which are chosen by which gxiaticates. But motion
entailments are axis-sensitive too; thus the choice of@tisdetermine whether motion
is entaled.

4 The case of cross

We turn now to applying the analysis of the previous sectmthe path shape verb
cross The table in (92) summarizes the dimensions of variationragrthe verbs we
have discussed and introduces the features that will cteaizecross To begin with,

coverandcrossin addition have a second participagrtbund (in addition to thefigure

participant shared by all extent verbs) who “measures auijyovides the scale for, the
completion of the event. The verbs aextendandcrossshare the property of having
a default motion entailment on the event readings, becdugedvent readings entail
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motion along their default axes. Finallwidenis distinct from the others in having
default reference axes, spatial axes that can be used asfatemnge.

(92) The four predicates of example (1)

Ground motion along def. axis def. ref. axis
widen no no yes
extend| no yes no
cover yes no no
Cross yes yes no

Since bothcrossandcovershare the property of having a ground participant, |
will assume they share the property of having a groundivelacale. That is, | will
assume that focross as forcover, the ground provides the scale, in the sense that the
relevant measure function is a ratio scaled by the groursted of being defined as a
ratio of areas, the ratio farossis a ratio of distances:

crosg : | xSIxT— (0, 1]
dist™ (pathg (z,s0,t), pathg (z, s1, t))
(x, Y, [so, 51]7 t) = disr(pathg(a:,so,t),pathgs(x,sl,t))+disst*(pathg(x7sl,t),ENDs(y))

Whatcross; returns is a distanceless ratio representing at tinvéhat fraction of the
distance to the end of » has left to travef® In the picture given in Figure 5, wherg P
is the slice of the figure at. The value otross; is

do
do+dy’

A difference between the measure functionsroksandcoveris thatcrossintroduces an
external reference point{Ds(y), the end of the ground) which is independentpand
s1); and that the ratio computation makes reference to thateate point. Ultimately
this reflects the following contrast in telicity propertiestweercrossandcover.

(93) a. The overpass crossed the freeway from the bank tartbme.
b. The overpass crossed the freeway.
c. The fog covered the freeway from the bank to the cinema.
d. The fog covered the freeway.

Both state functions need to be given impliagitx values to account for the telicity of
the sentences:
cover/crosgr) = 1

In (a), however, the value 1 means the freeway has beenlgmticssed, and (a) entails
(b); in (c), 1 only means that the area between the freewayban#t is completely
covered, and (c) does not entail (d).

%The difference betweesparg, used in the definition oéxtends, anddistg is thatsparg is an
extent measure (a portion of the figure must extend through theeesgian of the measurement), and
distg is the distance between two poins or regions. The formulatith distg is thus neutral between
spreading motion and incremental motion.
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Figure
[s0, 1] PO |s the slice of the figure at;. The dashed line is S, which coincides with the
“crossing” axis ofy. l.e., ify is ariver, S is a line across it, perpendicular to a vertical
axis.

Given thatcross; is a function of spatial intervals with a ground argumeng, th
state function definition can employ the same operataosst.

cross (y)(o) =d iff @®°3",,(crossing cross;)(y)(c) = d
And event readings will requineiCREASET:?’
cross-event' = INCREASEr o CrOSS

Now consider the account of extent readings dover, extend andcross In
each case we have defined a state function via a measurecfurtgtfined only for
spatial intervals:

(94)  State function Measure Function

extend? extends (x, [STARTs(o), ENDs(0)], t)
cover? coverg (z, y, [STARTs(c), ENDs(0)], )
cross cross; (z, y, [STARTs(c), ENDs(7)], t)

2\iarious interesting syntactic properties of the vertissare being glossed over. Some of these are
illustrated in (i)-(iii)
i. John crossed from the post office to the hotel.

the street.
the bridge. (end-to-end reading)
* the tunnel.(end-to-end reading)

iv. The bridge/tunnel crossed the river.

In (i), the ground is left out, but there is clearly a requimrthat context provide some specific entity
being crossed, such as a square or a park or a street. Exaifgwzds some examples of specific
grounds realized as direct objects. Note that in each oétbases the main “length” axes of the grounds
are perpendicular to S, the axis of motion. Finally, (iiiydtrates the idiosyncratic properties of bridges.
The main length axis of a bridge can coincide with the axis ofiam; that is, the bridge version of (jii)
can describe a movement from one end of the bridge to the.oth&restingly, the tunnel version of
(iii), while perfectly grammatical as a description of a jpay across the width of the tunnel, lacks the
end-to-end reading. It seems better to describe the bridgescas implicit grounds (the river under the
bridge is the actual ground), rather than grounds with ithaesatic axial properties, because the bridge
functions as a figure in the extent readings in (iv).

the river
ii. John crossed the railroad tracks.

iii. John crosse
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Thus we define three eventuality functions homogeneousar but not for space. We
have argued that all three have analagous temporal asppaparties, essentially that
all define temporal states. Ideally all three would also havalogous spatial aspec-
tual properties, but what we found in Section 1 was evidehaédrosswas spatially
dynamic:

(95) a. The trail crossed the ridge in 20 wildly zigzaggindasi
b. Following the many bends of the river, the trail gradualyssed the valley.

No such evidence foextendor cover (at least on its default path axis). The question
then: What distinguishesoverandextendfrom cross

Note that it is not surprising thatoss’ can directly combine witigraduallyas in
(24b), even ifiNCREASEs is not a semantic component. It is perfectly consistentiwith
the system outlined here to havasicevent functions (not derived visCREASE) along
a spatial axis. The surprise, if it can be called that, is toaterand extendshow no
evidence of being spatially dynamic.

In what follows I will try to explain why.

Consider the case abverfirst. Why doesn’tcovershow graduality on extent
readings or evidence of being a spatial accomplishment Pt twargue that the problem
is that the rate of change of the spatial eventuality fumcisanvariant.

Consider the picture in Figure 6, which is an alternativesiar of the leaf-
covered driveway in Figure 4. In this case, the driveway is\pletely covered, cor-
responding to an eventuality that makes the semantics éoexkent reading of (96a)
true:

(96) (a) The leaves covered the driveway.
(b) Jo[cover(o) = MAX A figure(o)=I A groundo) =d|

HereMAX is a scale-relative quantity that denotes the maximum osdake in question.

In the case otover}, MAX = 1. Thus this semantics asserts that the maximum possible
proportion of the the driveway surface is covered by thedsaWhat is, the driveway is
completely covered. In general, | assume that when there ®vart degree modifier,
the default value for an eventuality functionnsx, and sincecoverandcrossnever
allow overt degree modifiers, the degree arguments of bahalvays assigned the
valueMAX .

Now consider the values the eventuality function takes &olous sub-eventualities
of 0. As we move along S, each point defines a distinct subevetytoélr, o', and for
each sucly’, either the driveway is completely covered as in Figure & simply isn’t
a case of covering, as in in Figure 4. That is, for each subt@fenalong S, the cover-
ing function must return a maximal value. Thus, the rate aingje is constant. In fact,
there is no change, so the rate of change is everywhere 0. Araparty that measures
0 everywhere it's measured simply isn't a measurable ptgpdihus we have argued
the following:

(97) Whencover is maximal, the rate of change ofver is not a measurable prop-
erty.
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Figure 6: Leaf-covered driveway

This is already enough to explain the graduality propexiesxtent readings atover.
The adverbgraduallyis a gradable property of eventuality functions, measutireir
rate of change. But eventuality functions with rates of deathat are necessarily ev-
erywhere 0 are not appropriate argumentgraidually.

Consider in contrast the situation as the covering funai@REASET o cover?
advances up the temporal axis, as in the event reading of.(2@min we assume the
eventuality function takes a maximum value:

INCREASET o cover(o)(d) =MAX
In this case, it is not true that for each temporal subevdityud o, o'
INCREASET o cover(o’)(d) =MAX .

The only requirement the semantics directly imposes ishfercbverage measure to be
maximal foro. And when the axis of change is T, this can happen in many vaayskly,
or slowly, and the values ofiCREASErocover for sub-events are unpredictable. Hence
the rate of change of this eventuality function is a meadarptoperty, and we expect
graduality on the event reading.

The same is true when the spatial axis useddweris a reference axis. Consider
the example using the occlusion sensemfer, repeated here:

(98) The aneurysm grew as it approached the valve and giadoakred it.

The axis of change in this case is the line of site, and as weeralong that axis the rate
at which the area of the aneurysm cross-section grows iedigtable. Therefore the
rate of change is variable and graduality is possible.

Summing up, the problem diagnosed here for the spatiallaolyo eventuality
function is not that theover? can't vary for sub-events (it can); nor that when it is
maximal it can't vary (it can); but that when it is maximal drct vary along the path
axis S.

Something similar is true aéxtendbut with qualifications. Applied to an even-
tuality o, extencf returns distances. In fact, singestarts and ends with the portion of
its figure being measured, the valuesstendf (o), is always just the length of along
S. Thus the rate of change ektencE(a) is fixed. It can change neither gradually nor
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quickly. Add an inch to the “length” o& along S and either it changes 1 inch or is
undefined. There is a close analogy betwertendand the verliakein its temporal
sense:

(99) a. The concert took 3 hours (# in 3/6 hours).
b. # The concert gradually took 3 hours.

Viewed as eventuality function that returns duratidakeis another fixed rate of change
function, this time along the temporal axis. The length & #vent being measured
exactly predicts the value of takéor each subevent.

The notion of an eventuality functiareaching its maximum at a fixed rateis
formalized in appendix C, along with the notion of spatiadéhs of eventualities. The
first requirement for a fixed rate of change is there beaa ;. MAX, is the maximum
value f takes for an eventuality of length I. Thgireaches its maximum at a fixed rate
if and only if

If f(o) is maximal fora’s length, thenf is maximal for the length of any
subeventualities of .

Thus the course of change ¢fis completely predictable from the length @f Both
cover? andextend? reach their maxima at a fixed rate. As we move along axis S there
is only one value each function can take on the path to a méaxiahae. The function
cross does not maximize at a fixed rate. This is illustrated by theesees in (95),
the very same evidence used to shoassis spatially dynamic. A crossing eventuality
can progress spatially in many ways. Thus the ratios retufoe each subevent of
a completed crossing event are unpredictable. Formalyishcaptured because the
measure function underlyingossis computed via distances from points on the S axis,
determined by the position of the figure; in terms of Figuradw fast crossing happens
is determined by how fast; shrinks, not by the size of the event. This in turn depends
on the fact that/; is anchored to an external point which may be outside theteven

Given these observations the differences betwaesson the one hand and
coverandextendon the other can be explained as follows: The adwgduually and
spatial extent adverbials like 20 milesboth require eventuality functions that reach
their maximums at variable rates. Both measure the rateafgdnto a maximum; and
a change rate is not a measurable property if it is everywtaanstant.

We can take this a step further and assert that having a \@rete of change is
generally part of what we ask of Vendlerian accomplishmentd this is why the Vend-
lerian tests and graduality are reasonable indicatorsaifapie telic properties. Thus,
crossis spatially dynamic andoverandextendare not, although all three are spatially
event functions. Having a spatial event function denotagticecludes being “spatially”
stative likewides, but it does not guarantee being dynamic. The temporal gnelo
for this kind of aspectual boundary case is the wak® seen in (99). Clauses withke
are neither stative nor dynamic. They are not stative sineg are not homogeneous:
Suppose the property of the concert taking 3 hours is trueroksevent. If e even has
temporal subevents, they are not 3 hour events. Nor is thgepgodynamic, since, as
(99) showstakedoes not pass Vendlerian test for telicity or show gradyalit
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The status otoverand crossthen is that, liketake they are boundary cases;
crossis a mainstream full-blooded spatially telic verb.

5 Change: Conclusion

It is generally recognized that spatial axes play a maja imkthe semantics of projec-
tive prepositions like ‘in front/back of’, ’behind’, ‘to #aright/left of’, 'beside/next to’,
and 'across from’. The key claim of this paper has been thexetis a large class of
English adjectives and verbs which also exploit spatiabaXdis fact has been used to
explain event/extent ambiguties for the verbs, the semmsuwofi the relationship of de-
gree achievement verbs to their adjectives, and variouasgerdetails about event and
extent readings, including dynamic properties of exteatliregs such as graduality, and
fine-grained properties of the semantics of path phrasesemnt eeadings.

The technical device that connects the aspectual propevitl the axial prop-
erties is called aeventuality function, a function from eventualities to degrees, which
| have assumed to be the denotation of verbs and adjectikes &lnderlying the def-
inition of every eventuality function is a measure functidrhat measure function can
act as a kind of clock which counts out the portions of an evanit can define a ref-
erence point on the measure scale at which a static evdagtoah be located. In the
former case, we get what | have called an event function,erldtter, a state function.
For eventuality functions, the measure function is irrediyca property of intervals,
for state functions, a property of points. Thus the dividietween eventuality function
and state function preserves one of the basic intuitionsoeiied in early interval se-
mantics accounts of English tense and aspect (Bennett atebP®72, Dowty 1972,
Taylor 1977), that “dynamic” predicates, Tayloeaergeiaandkinesispredicates, need
only hold at intervals, and state predicates at all pointarofnterval. Properties that
hold only at intervals are properties that have internalcstire?®

The key innovation here is that measure functions may beatebhn both tem-
poral and spatial axes; and thus the property of being afstat&on or an event function
is axis relative. A two-dimensional verb denotation may lstade function along one
axis and an event function along another. | have arguedhlsatthe case for the deno-
tations ofcover, extendandcross All three have measure functions that are irreducibly
properties of spatial intervals and temporally propertésnoments of time. On the
other handvidenis an event function in both dimensions; it is thus amenablegttat |
called the underspecification analysis in Section 1. It hsisigle dynamic denotation
which can be evaluated along either spatial or temporal aisoes.

| have claimed that the property of dimorphism accounts féarge class of
English stative verbs that are their own inchoatives, idiclg among them the path
shape verbs. All these verbs are extent predicates whostadi@ms are event functions
on at least one axis; thus they satisfy the default patterrEfmglish verbs of having
event function denotations. Moreover, the fact that theytamporally stative means
they can combine withNCREASEr, allowing them to be their own inchoatives. Verbs

283ee Filip () for an excellent overview of this line of work.
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exemplifying the default pattern without being two-dimemsl could not combine with
INCREASEr. Thus the generalization is that verbs that are their owhaatives should
be extent predicates. And this appreas to be correct.

| have also argued that key semantic properties of extenligaees can be ex-
plained in terms of restrictions on axes, accounting forsgapthe distribution of the
extent readings of degree achievements \ikden lengthen andcover, the possibil-
ity of incremental paths, and the limited distributionIsCREASEg, via a restriction |
called the Independence Principle in Section 2.1. Spatied anust be independent of
the direction or plane of measurement in order for measuretiions to take values at
points on those axes. A consequence of this was that theaspafiectual properties
of predicates varied with axis orientation. This was theedas widen lengthen and
cover, as we saw in the sentences in (28) and (30).

Finally, we looked into the question of what it meant to betigflsgt dynamic in
Section 4. | argued that the property that distinguished'dieéective” denotations of
extendandcover(along its canonical axes) from that@bsswas thatextendandcover
were both defined so as to have fixed rates of change. Extefihgsafor the verleross
clearly did have variable rates of change, allowing thenxtolst properties like spatial
graduality. This showed that being an event function alarig a necessary but not a
sufficent condition for having variable rates of changesbauggested that variable rate
of change is a necessary part of being dynamic. If this isrsjfahe above account of
which verbs can be their inchoatives is right, then lookihtha aspectual properties of
extent predicates may have given us some insight into theenaf notions like stative
and dynamic, and into how they map onto syntactic categories

Among numerous questions for future research, the mossipgeseems to me:
What are the ways in which spatial axes can be introducedliwtsemantics? Most of
this paper has been concerned with lexically induced axesvé argued that such axes
are responsible for the distribution of path phrases. Busae withcoverthat subtle
shifts in meaning like the shift to the occlusion sensemfercan introduce new axes
(30) that are independent of the axes of the path phrases £32), there are clearly
cases of path phrases that are not lexical. Here are two:

(100) a. From Banff on, we saw no more bald eagles.
b. Chamberlain’s line advanced from the woods to the coudbo

Example (100a) is case in which context is needed to licemseath phrase. It is
appropriate in a discourse in which a journey is understodget going on. There is
an axis of motion with a particular direction and that idées what segment of trip the
assertion about bald eagles should attach to. Example 1@3ba reading on which
the from the woods to the courthouagis is roughly perpendicular to the direction of
motion and describes the extent of the troop line. This isventreading with a verb of
motion with path phrases that are clearly non-incremeritabtnote 31 discusses how
to square this with the account of path phrase incremeyilien in Section 3.1; the
point here is that this path phrase does not seem to be Igxiicainsed, at least not by
the verb. Rather the given axis arises because it is a sakenof the figure (a military
line), and that axis in turn licenses the path phrases. Totlsdxamples in (100) belong
to a class of examples which suggest that the right genezal of path phrases is that
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they are axis-licensed, not lexically licensed. Axes imtare often, but not always,
lexically licensed.

Indeed, there seems to be a large rich set of examples deaillatvhich axes
of change are introduced constructionally. Thus, congiuefollowing example from
Carlson (1977):

(101) Wolves get bigger as you go north.

Treatment of such cases is beyond the scope of this papeartiowar, the use of the
comparative in this case is parasitic on temporally boumdparatives such as

(102) The winters are getting colder.

That is, (101) is like (102), but with a spatial axis replarthe temporal one. Clearly
the spatial axis in (101) is licensed not by any part of thestavolves get biggerbut
by the movement described &s you go north

Contextually and constructionally introduced axes hawenlgven short shrift
here, but they appear to offer fertile ground for much futuoek.

Appendices

Appendix A: From measure functions to state functions

In alternative (a), criterion (ii) guarantees what Krifd®89)a calldHomogeneityalong
the L axis, following up on the notion of homogeneity raised/endler (1957F° Ho-
mogeneity has two components. The first is cald@dsiveness Suppose

{5 T, (C, fu)(0) = d.
Applying criterion (a[ii]) in the rightward direction, wedve:
Vi € Lo f(0c(0))(i) = d
Any C-substate’ of o such that

80(0’) = 9(;(0',) and
Lo’ E l—cr

must therefore, applying criterion (a[ii]) in the leftwadérection, be such that
[ 7.(C, fu)(0") = d.

The other half of Homogeneity is call&umulativity . Suppose we have three
C-statesr, ¢’ and¢” such that:

Oc(0) = Oc(o") = Oc(c”) and
Ly ULy = L,

2The following discussion oversimplifies matters in at le@s¢ important respect. In order to derive
cumulativity and divisiveness from (a[ii]) we need to assuthat the basic classifying predicate C is
divisive and cumulative.
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and suppose
[ 7.(C, fu)(0') =d and
5 T.(C, fu)(o") =d

Then, applying criterion (a[ii]) in the rightward directiave have:
Vi€ ayUaqm f(lc(o))(i)=d
And therefore, applying criterion (a[ii]) in the leftwardrdction, we have:
B> T.(C. fa)(o) =d.

The formal axiomatic definitions of Cumulativity and Diwsness for state functions
are given at the end of this section. The definitions diffenfrthose in Krifka (1989)a
in that Krifka is not concerned with the case of measure fonst but these seem to be
the natural specializations for the special case of a sthtehwnaps a figure-property to
some point on a scale. The key innovations in the presenegbate explicit mentions
of the value of the state function and of the axis of changecofgingly, the notion of
sub-state that is relevantls, (substate along L):

. .
o C, oiff ay Cay,,

wherea , is the set of L-axis coordinates of

What does homogeneity mean? If L = T and a measure, say widthainging
in time, o has be short enough in duration foide(o) to take a well-defined constant
value; if the width of the figure is constant over an extendedog of time, the tem-
poral trace ofr may extend over that entire duration. In general, as noteldrifiga,
homogeneity neither forces states to be instantaneousxtemded. All divisiveness
says is thatf o has subparts, the value for the measure function is the santbdse
subparts as it is fo#; all cumulativity says is that if two C-states whose measune-
tion takes valuel are combined into a larger C-state, that larger state taddes s for
the measure-function.

Although cumulativity is discussed in Gawron (2005), Keéin homogeneity is
not enforced and alternative (b) is taken. One could imposedgeneity on alternative
(b) by simply adding the following:

Vi€ o, f(Oc(o))(i) =d

However this would be a peculiar choice from the point of vietheory design. Since
the stater now completely determines the valdgthis makes the in:

55 T,(C. fu)(0)(i) = d

completely superfluous.
Therefore, since | wish to adopt homogeneity, | have alsatradsawron (2005),
adopted alternative (a).
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The original Krifkean definitions of divisiveness and cuatiyity follow:

Divisiveness DIV (P) « Vz,y[P(x) Ay < z — P(y)]
Cumulativity cuM(P) < Vz,y[P(z) A P(y) —
Pz @ y) A Jz,y[P(z) AP(y) Az # y]]

Building on Krifka as well as on Zwarts (2005), Gawron (20@&e¥Xines the
notion of Axial Cumulativity

(103) A property P is cumulative with respect to axis L iff

Vel, €9 [P(el) N P(62) N E|7rpath L(61 D 62) = 71'] — P(61 S5 62)

The definition of axial cumulativity says that a property Rusnulative with respect to
axis L iff when you sum two P-events and a path exists on axigrltifat sum, then P
holds of of the sum.

This kind of cumulativity is actuallgtronger than what is needed here. Hence,
in the interest of finding a satisfactory acount with the vesalpossible assumptions, |
propose replacing the above definition of axial cumulatiwith the following defini-
tion, which does not rest on the assumption of paths:

Axial Cumulativity (Weaker version
Veq, ea[P.(e1) AP (e2) Ao, U ey = @ eyqe, — PL(e1 @ €3)]

This version of axial cumulativity is entailed by the pathsbd version, but does

not entail the path-version.

Appendix B: Definitions of path operators

The definitions in (104) show one route for defining the lamatiunction (c) and path
operators (d and e) used in this paper.

(104) Term Definition
(@) AT(z,t)=1 L is the location ofr at timet
(b) ATS(z,s,t) =1 AT (x,t) M plands, S) =1
(©) patly(z, [s0, s1], [to, 1)) =1 ,, L., ATS(z,s,1) =1
to<t<t:
figurele),
(d) pathS(e)(t) = pattr | [STARTs(): | _,
ENDs(e)],
t
(e) pathg(e)(s) =1 Vt € [STARTr(e), ENDr(e)]
figure(e),
path | s, =1
t
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All of the terms defined in (104) denote locations (eithemnpmior regions).
Definition (104a) introduces a basic universal locatiorction, AT, which returns the
location of anyz at timet; while (b) introduces a slicing version of that function:

ATS(z, 5, 1)

returns the portionr intersected at timeé by some plane perpendicular to axis S at in-
dex s.3° The function introduced in (c) is the location function urlgimg both path
operators; the relation it bears to those operators is goatato that born by measure
functions to state or event functions; it returns the evalitidindependent “measure”
of a property and has therefore been superscripted withaime superscript distin-
guishing the other eventuality-independent functionss #lso distinguished by being
defined for spatial and temporal intervals. Hence, it caurnethe entire location “trace”
of x over some spatial and temporal interval. This will come indya for example, in
defining the semantics of path-shape verbs tikzag a zigzagging motion will be one
whose path trace is zigzag-shaped; but so will a zigzag-shaped figusea degenerate
case path is defined for points on S and T as well, writie@gs

[s, 5]

Definition (d) makegath3 a function from events to to functions from time instants to
locations of the figure. Those locations are constrainedltavithin the bounds ot as
given by axis S, but sincpath? is mainly of service in motion predicates and since S
is usually aligned with the direction of motion, S is usuallyitted frompath;. Defi-
nition (e) makegpathg a function from eventualities to functions from spatialioes to
locations. This time there is a universal quantificationrdgiees, meaning each slice of
the figure has to be in the same location for the entire duratie; path? andpathg
return different kinds of thingspath; will generally return the location of the entire
figure at a time, whilgathg will return the location of a slice of the figure at index
Lines (d) and (e) of (104) are not intended as definitions. yTdre rightward

30we assume the existence of an empty location, wrikteas the value returned byrS(z, s, t), when
the intersection of the s-plane with x’s location is emptys a lower bound for every location, so for any
location!:
AUl =1

31 Example (100) seems to be a case in which the axis of the pa#sghare not aligned with the
direction of motion.

(i) Chamberlain’s line advanced from the woods to the cawute.

This has a reading on which tliem the woods to the courthousasis is roughly perpendicular to the
direction of motion and describes the extent of the troop.liBince on this reading the path phrase is
clearly non-incremental, and motion is clearly entaildds kind of an example is on the face of it a
problem for (104); neither kind of path fits. What seems todieag on here is that the figure has a salient
axis of its own which is being exploited by the path phrase.radger since the axis is an intrinsic axis
of the figure, the frame of reference moves with the figure.r@toee, there is no motion relative to that
axis and the homogeneity condition in (104e) still holds.
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implications. The real definitions are as follows:

figure(e),
pathS(e)(t) — Liff path~ | STARTSE) | x50 75(¢) = a
ENDg(e)],
t
pathg(e)(s) = Liff Vt € [STARTr(e), ENDy(e)]
figurele),
path™ | s =IANIdFs(e)=d

t

Here Fs and F5 represent some axial eventuality function. That is, patbraors of
both kinds are defined only when axiality eventuality fuont are defined.
This means:

(105) All axial predicates haveathg andpathy in their signature.

Appendix C: Eventuality Length

In this section | assemble a few notes on how to generalizenttien of length to
eventualities defined for spatial axes.

As defined thus far, axes are just sets of points, so the idagerf/al lengths
on axes does not quite come for free, but it almost does if wams some primitive
distance function for pairs of points in space. The prelamynstep is to assign real
numbers to points on all axes in some way that respects asstiineld notion of length.
The notion required here is a unifolength scalingof all axes.

A scaling L is an assignment of real numbers to the points baxals. | write
L(S)(s) for the real number assigned to the index s on axis|S hyis alength scaling
of all axes if and only if for all axes, S, S’, all indices of §, s,, and all indices of S’,
53y S4,

L(S)(s2) = L(S)(s1) = L(S')(s1) — L(S')(s3)

if and only if the spatial intervalls;, so] on S and the spatial interval;, s4) on S’ are
of equal length.

Given such an L, | will generally just write, — s; to refer to the length of the
interval [s;, s,].32 And since | am interested in sets of eventualities of equajtie |
will define X, for the set of eventualities of interval length |

¥, = {o | 3SENDs — STARTs = | }
| definemAX ;;, themAx value of functionf for interval | as follows:

MAX ¢ =
g1 = max f(o)

32That is,sy — 51 is an abbreviation for (S)(s2) — L(S)(s1).
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Wheref is clear, | write sSimplyMAX .
We now define the notion akaching a maximum at a fixed rate

An eventuality functionf reaches its maximum at a fixed rate if and only if

Vo,d'[ [fs(e) = MAX| A | = ENDs(0) — STARTs(0) A ¢’ Cs oI’ = ENDs(0”) — STARTs(0”)]
H
Afs(o’) = MAX ]

That is, if f(o) is maximal fora’s length, thenf is maximal for the length
of any subeventualities of.
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